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ABSTRACT

The topic of this dissertation is the nature of linguistic competence, the capacity to
understand and produce sentences of natural language. | defend the empiricist account of
linguistic competence embedded in the connectionist cognitive science. This strand of
cognitive science has been opposed to the traditional symbolic cognitive science coupled
with transformational -generative grammar, which was committed to nativism due to the
view that human cognition , including language capacity, should be construed in terms of
symbolic representations and hardwired rules . Similarly, linguistic competence in this
framework was regarded as being innate, rule-governed, domain-specific and
fundamentally different from performance, i.e., idiosyncrasies and factors governing
linguistic behavior . | analyze state-of-the-art connectionist, deep learning models of natural
language processing, most notably large language models, to see what they can tell us about
linguistic competence. Deep learning is a statistical technique for the classification of
patterns through which artificial intelligence researchers train artificial neural networks
containing multiple layers that crunch a gargantuan amount of textual and/or visual data.
| argue that these models suggestthat linguistic competence should be construed as
stochastic, pattern-based, and stemming from domain-general mechanisms. Moreover, |
distinguish syntactic from semantic comp etence and | show for each the ramifications of
the endorsement of connectionist research program as opposed to the traditional symbolic
cognitive science and transformational-generative grammar. | provide a unifying front,
consisting of usagebased theories, construction grammar approach, and embodied
approach to cognition to show that the more multimodal and diverse models are in terms
of architectural features and training data, the stronger the case is for the connectionist
linguistic competence. | also propose to discard the competence vs. performance distinction
as theoretically inferior sothat a novel and an integrative account of linguistic competence
originating in connectionism and empiricism that | propose and defend in the dissertation
could be put forward in scientific and philosophical literature .

Keywords: Linguistic CompetenceNatural Language Processin@onnectionism Empiricism
Nativism, Deep LearningLarge Language Models

Scientific field: Philosophy

Scientific subfield (s): Philosophyof LanguaggPhilosophy of MingPhilosophy of Science
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0.INTRODUCTION

Hate me, hate my dog.

i Jerry Fodor (1990Q xii)

You are reading the sentence on this piece of paper and understand, in the course of
reading, the meaning of all the syntactic constituents of this sentencei its subject, predicate,
etc. This is probably because you have a good command of English or English is your
mother tongue. Mine is Serbian. You and | both have linguistic competence, the capacity to
produce and understand sentences in our mother tongue or any foreign language we have
learned. This also means that our mind is currently processing language, often callednatural
languageso that it can be distinguished from formal languages in logic and mathematics or
programming language s for coding. What is the nature of this special power we have? What
cognitive mechanisms underlie such power? How does it operate? What exactly constitutes
it? These are the questions that | will be examining within this dissertation.

The issue of whether one should look inside or outside our heads for unraveling the
nature of our cognitive capacities, including linguistic competence, is an old one, or, better
yet, an old-fashioned one. To tackle it, one has to take the road many philosopherdi as well
as few cognitive scientists, linguists, and Al researchergi have travelled on. Historically, in
the early modern period, the two camps of philosophers, namely rationalists and
empiricists, proposed two quite different images of our nature. Rationalists (Descartes
1628/1988, 1641/1988, 1644/1928, Leibniz 1704/1981)nsisted on the innate ideas that the
Lord himself bestowed upon us. Language, specifically, was considered as the innate gift
par excellende how else could we be set apart from animals were it not for our language
faculty that allows for codifying moral principles and religious dogma? Empiricists  (Locke
1690/1975, Hume 1740/1978, 1748/1975) however, held that most of our knowledge begins
with the senses since we learn to navigate the world by having more or less direct sensory
contact with it. Language, specifically, was understood as a set of perceivable signs standing
for the content in our heads that societies bestowed upon us. The later cohorts of
philosophers sympathetic to rationalism (Frege 1892/1952 Montague 1970a/1974,
1970b/1974)strived toward the perfect language that would avoid the pitfalls of the natural
language full of ambiguities. Th ose endorsing the aspects of empiricism (Putham 1975,
Burge 1979)preferred natural language with all its ambiguities because it provided us with
an unflattery but authentic mirror of our nature.

A couple of centuries later, the rationalist dream was realized within the philosophy
of language in the analytic tradition with the advent of the new formal language of
propositional and predicate logic . Thus, formal language should have served to replace
natural language and to give a more precise and rational account of word and sentence
meaning that did not go beyond the cognizing mind of the individual. The other camp of
philosophers of language wanted to go beyond the cognizing mind of the individual, into
the environment and community, to locate the meaning of words and sentences. The early

10



modern philosophers were concerned with origins of knowledge, including knowledge
about grammar of our own language, while philosophers of language tried to locate the
very process of naming things or referring to things fi it is either in associating descriptions
to objects of reference(Russell 1908) or in causal chains linking the object of reference to
the one who baptized it first (Kripke 1972). Then came scientists with all their methodology
and implicit or explicit philosophical inclinations.

In the 1970s,cognitive science,a novel interdisciplinary field that was constituted by
philosophy, linguistics, biology, A rtificial Intelligence (Al), anthropology, and psychology,
was inaugurated. Thus, inherited theoretical commitments of its constituents became
embedded in the methodology of cognitive science conceived asmulti -disciplinary field
(Miller 2003). Moreover, such commitments entailed what frameworks, tools, and
explanations would be deemed acceptable for investigating linguistic competence.
Traditional symbolic cognitive science preferred formal language of ma thematical logic as
ameans to express and understand human cognitive processes, used the tools of the Good
Old Fashioned Atrtificial Intelligence (GOFAI) to model such processes through symbolic
representations and discrete rules for manipulating such representations, and,
consequently, considered only deductive -nomological explanations as true explanations of
cognitive phenomena (see ).

Theoretical commitments in
line with explicit philosophical
positions or implict
inclinations

==

Metaphysical assumption

— e
T —~—_
about the nature of cognitive | | Preferred type of
processes explanation

TRADITIONAL SYMBOLIC
COGNITIVE SCIENCE

Theoretical framework for Preferred modelling
linguistic competence | ———s e—— | methodology

The theoretical framework for understanding the nature of linguistic competence that was
incorporated in this strand of cognitive science was transformational -generative grammar
(TGG). This framework assumed, along the rationalist line, that our linguistic competence
amounts to the innate, domain-specific universal grammar that contains all the rules and
principles one needs to master any language, first and foremost their own mother tongue
(Chomsky 1957, 1966). TGG understood linguistic competence narrowly as including only
syntax, which was taken to be cognitively autonomous, i.e., isolated from other linguistic
levels such as semantics, morphology, phonology, or other cognitive processes, such as
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sensory-motor processing. Furthermore, most of these influences were quarantined to
linguistic behavior or performance as per TGG, thereby creating a gap between idealized
competence and idiosyncratic performance. Moreover, TGG singled out essential properties
of language, which were then mapped onto thought, thereby making a monolith out of
language and thought. The semantic counterpart of TGG, the Language of Thought
hypothesis (LOT), stated that both language and thought have semantic content
( 6 ab o wt) n emmxdompositional, systematic, and productive, therefore, any research
program in cognitive science needed to postulate cognitive architecture that could account
for these essential features. This basically meas that computational models had to
implement manually specified symbolic representations and hardwired discrete rulesto be
considered faithful simulations of the innate human language faculty that resembles
thought in this regard.

Arguably, in the 1980s, connectionist cognitive science, also known as parallel
distributed processing (PDP) approach, came to surface and developed as an antipode to
traditional symbolic cognitive science almost in all respects. Most importantly, theoreti cal
commitments of connectionist researchers were directly opposed to those of their rivals
since they werefi and still arefi in line with empiricism. The preferred methodology for
investigating human cognitive processing is what allowed connectionism to shake things
up in cognitive science since artificial neural networks (ANNs) were introduced as a
biologically more plausible option than GOFAI in the seminal publication of Rumelhart &
McCl ell andds (1986) ,6HdwKVAr givahhihat céhbBetionssi niotekers
used non-symbolic vector representations and strived to minimize rules as much as
possible, the main line of criticism treated connectionism as either false hypothesis about
human cognition or as mere implementation of LOT that has more biological plausibility.

Theoretical commitments in
line with explicit philosophical
positions or implict
inclinations

==

Metaphysical
assumption about the
nature of cognitive
processes

Preferred type of
explanation

CONNECTIONISM

Theoretical framework for Preferred modelling
linguistic competence methodology

My intention in the following chapters is to present connectionism as a unified
research programi described in A that can stand up for itself against traditional
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symbolic cognitive science, which has not been done explicitly in the pro-connectionist
literature so far. Thus, my objective is to defend the banners of empiricism regarding the
nature of linguistic competence through connectionist models. | will argue that these
models provide us with mechanistic explanations, which makes connectionist contribution
to understanding human cognitive processes distinctive. This means that explanatory
standards and desiderata inherited from traditional symboli ¢ cognitive science are not
adequate for the evaluation of explanatory prospects of connectionism. Furthermore, | will
show the compatibility between theoretical frameworks of the Usage-Based Theory (UBT)
(Tomasello 2003) and Construction Grammar Approach (CAP) (Langacker 2007, and
pattern-based connectionist account of linguistic competence as opposed to rule-based
account of TGG. The patterns of linguistic usage are emergent properties of the linguistic
performance of connectionist models and cast doubt on the artificially created gap between
competence and performance in TGG.

My focus will be on the contemporary connectionist models or post -connectionist
models, which differ from classical connectionist models of the 1980s in terms of the number
of layers within an ANN , as well asthe amount of data they can process,type of algorithm,
and architectural features. Post-connectionist models are based on deep learning (DL). DL
refers to the algorithm, or learning technique, for deriving an optimal solution to any
problem given a sufficiently extensive and relevant dataset (Torfi et al. 2021: 2).In 2016, a
DL-based artificial agent, AlphaZero, beat Lee Sedol, the master ofKorean Go, which is
arguably a more complex game than chess At that very moment, a bygone syntagma made
the press coverdi tabula rasa AlphaZero was described as a tabula rasa system that
vindicates empiricism by showing that learning from experience and without any innate or
manually specified rules results in successful task performance, such as acing the game of
Go that requires strategic planning and some sort of creativity (Silver et al. 2017). Thus, we
were left with wondering whether DL lives up to the old connectionist ambition of
demonstrating that empiricism vs. rationalism debate has an empirically validated winner.

To sum up, | consider proponents of traditional symbolic cognitive science and TGG
to be rationalists. On the other hand, | consider proponents of connectionism to be

empiricists. Being | abeled as a orational

whether linguistic competence is understood as being innate and requiring domain -specific
cognitive resources, or as being acquired and requiring domain-general cognitive resources.
As | will be discussing in far more detail in Chs. 2 and 3, these claimsare not controversial
since leading scientists and philosophers, some of which are enlisted in , have
explicitly committed to either rationalism or empiricism. The controversy, however, lies in
the issue of whether their commitments really entail rationalism or empiricism, and what
sort of rationalism and empiricism applies to their views. | will argue, by drawing on
Cameron Buckner (2018, 2023), that the contemporary strand of the debate has little to do
with historical empiricism and rationalism. Rather, the tug of war is about how many priors
and inductive biases in DL models can empiricists endorse without dissolving their position
into vanilla rationalism . Priors are probabilistic assumptions about the underlying
distribution of the data . They represent antecedent knowledge or expectations that are
incorporated into the learning algorithm. Inductive biases, on the other hand, are

13
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constraints built into learning algorithms that help guide the learning process by favoring
certain hypotheses or solutions over others so that DL models can generalize better or make
predictions more efficiently.

Jerry Fodor
—> Cognitive scientist

and philosopher
RADICAL H
Tabula scripta

.> Noam Chomsky
Lo S
Linguist

Gary Marcus
—> Cognitive scientist

MODERATE and Al researcher

Endorsing B
domain-general
mechanisms Melanie Mitchell
L
Al researcher

. Quentin Skinner
Psychologist
> RADICAL H
Tabula rasa
Yann LeCun
- .> Al researcher

°> .> Cameron Buckner
——

MODERATE Philosopher

Endorsing BN
inductive biases &
priors .) Joe Pater
> . .
Linguist

After the preliminary clarifications regarding terminology , key figures, and the
general trajectory of the dissertation, the time has come to set fath the hypotheses that
guided the research project | present in the following chapters. The skeleton of the research
project was made of one main hypothesis supported by two auxiliary hypotheses and three
specific hypotheses.Specific hypotheses are to some extenindependent since their role was
to establish clear and precise schema of rationalism vs. empiricem debate across centuries
and scientific fields, and to investigate to what extent connectionism can be regarded asan
autonomous theory about our cognition besides being a valuable tool for modeling
cognitive processes.In other words, the issue at hand was to analyze whether we instantiate
something akin to connectionist cognitive architecture . Main hypothesis with its auxiliary
hypotheses is focused on linguistic competence as themain source of friction between
rationalists and empiricists. Defending some of the specific hypotheses (e.g.,| & II) does
not have any particular repercussion on the main hypothesis, although some of the specific
hypotheses do serve asreinforcement to the plausibility of the main hypothesis (e.g., Il ).
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Main hypothesis

If one can show that linguistic competence can be examined, explained and simulated faithfullywi@nough
models of syntactic and semantic processing, which are not based on the applicatodesf rules and
symbolic representations, hutither,on DL and huge amount of datthen it is more scientifically fruitful

and philosophically convincing emdorse empiricist accountlimiguistic competencasopposed tmationalist
accountt

The corollary of the main hypothesis

Rationalists are wrongvhen assuminghat language competeritpia domairspecificfacultydis innate.
However,this does nomeanthat nativism cannotbe aviable positionrwhen it comes t@omaingeneral
mechanisms

Auxiliary hypothesis A

Caontrary to the core assumptions otransformationalgenerative grammarsyntactic processing is not
cognitively isolated from semantic processiRgther, syntactic and semantic processamgintertwined
processes thabnstrain each other

Auxiliary hypothesis B

Contrary to thecoreassumptions dfaditional symbolic cognitive scienamnbodied approaekto cognition
should be incorporated in pestnnectionist models tccount fothe dependence afduistic competence on
both body and environment

Specific hypothesis |

The stronghistorical influence of rationalist ideas atite Gartesian heritage on tHh century philosophy

of language and theoretical linguistican be detectethis influencestretched t@ognitive sciencthanks to
Noam Chomsky and reflected in thentologicalassumption that there is correspondence between language
and thought regardinghe allegedlyessential properties such as systenitgtand productivity.

Specific hypothesis Il

Labelinga philosopher or a scienta$ a rationalist or empiricish the 20" and 2%t century has a different
connotation than it hd in the history of philosophecause its dependenbn the additionatheoretical
commitmentghat linguists, cognitivescientistsand Al researchers implicitly or explicitly assume.

Specific hypothesis Il

Connectionismmis autonomougjuatheory of human cognition and approach to modelling human cognitive
processedcontra criticism stemming frorthetraditional symbolic cognitiveciencé becausé provides us

with theoretical and computational means to decdapiguagdromthought thereby openinthe possibility

of thesimultaneousexistence ahe systematic language and negstematic thought.

1 Here it is important to note that a conjunction constitutes the antecedent. With this conjunction, the
antecedent either "collapses” or "survives", because, if it had been formulated in a less committing way, then
the hypothesis would have amounted to a m ere instrumentalist position. The way | formulate the consequent
allows me to avoid the rationalist attack that would revolve around the allegedly firm scientific and
philosophical basis of innateness. As per my hypothesis, such a move would be a typical example of logical
fallacy of negating antecedent and consequent.
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Each of the hypotheses will be tackled within the four chapters of this dissertation,
most often more than one hypothesis per chapter. The first two chapters are significantly
shorter than the third and serve as a praeludium for introducing state -of-the-art DL models
and LLMs that represent the axis of the new account of the linguistic competence | will be
defending in the fourth chapter. Thus, these chapters should be read as a broader historical
or theoretical context for understanding intricacies related to the competing views of
linguistic competence. The consequences ofSpecific hypotheses Il and Il will be made
clear in Ch. 3, thereby rounding up the argumentative line stretching from Chs. 1& 2, where
its development, along with Specific hypothesis | , got off the ground. The crux of the
dissertation is Ch. 4, in which | strive to analyze and defend the M ain hypothesis , corollary,
and Auxiliary hypotheses A & B. Hence, the condensedphilosophical and scientific jargon,
tedious technicalities, and elaborate arguments reside in Chs. 3 & 4 since the aim is to offer
a novel account of linguistic competence inspired by LLMs and entr enched in the new
empiricist dogma as advocated by Buckner (2023), that can be considered as the fortress
from which empiricist currently hold rationalists at gunpoint . In Conclusion , | sketch the
philosophical implications stemming from the novel account of linguistic competence,
especially for subfields such as (analytic) philosophy of language and mind, whose
foundations rest on the endorsed view of the nature of our language capacities. In the roots
of rationalist philosophy of language and mind, as well as theoretical linguistics in
transformational -generative tradition, is the conviction that language makes us unique, i.e.,
sets us apart from the rest of the mammals, and ensures ourprivileged status despite the
proliferation of artificial agen ts, such as chatbotsthat mimic our behavior.

The relevance of this dissertation is best seen in the light ofthe recent breakthrough
in conversational Artificial Intelligence (Al). In the past couple of months, digital media,
social media, and traditional br oadcdChaGPT.n6g me
The word designates a stateof-the-art chatbot (OpenAl 2022). Conversational Al has been
around for fifty years i ever since ELIZA, the first Al therapist implemented into a GOFAI
model, asked a human being o0ls something botheri
this time, the fuss was different. Unlike ELIZA, which had encoded script titted DOCTOR
to follow, ChatGPT was trained on 570 GB of textual corpora to learn how to interact wit h
us in more than 95 world languages. Most importantly, ChatGPT is based on DL and thus
considered as an implemented large language model (LLM) GPT-3, which stands for
generative pre-trained transformer (Brown et al. 2020).2

A heated debate has ensued in which academics of all kinds discuss whether
ChatGPT understands the meaning of sentences it produces (Shanahan 2023, Durt, Froese
& Fuchs 2023). Three years ago, when | started developing the structure and argumentation
of the dissertation, the success of DL was evident in domains such as computer vision, but
for natural language processing (NLP) it still seemed far -fetched. This was not surprising

2Meanwhile, on March 13th, 2023, GPT-4 was released, with a reported 100 trillion learned parameters, which
is circa 571 times as many as for GPT3. The amount of training data is still unknown. The difference between
GPT-3 and GPT-4 is in the type of data: whereas the former is trained only on textual data, the latter is trained
on images as well. In other words, GPT-4 is a clear example of a multimodal LLM.
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at all, given that DL originates from connectionist models which became prominent in the

1980s and were great for simulating lower cognitive processes such as perception, but
notoriously bad for simulating higher cognitive process such as language. It seemed that

only a skosh bit of papers expressed optimism regarding prospects of DL when it comes to

NLP. But then, as of November 2022, everyone is worrying to what extent a DL-based
conversational Al is sentient, ready to take jobs from professional translators, writers, and
editors, or jeopardizing the entire system of

My dissertation examines whether DL models, including LLMs, are informative
regarding the nature of lin guistic competence and to what extent they vindicate empiricism
about linguistic competence. Thus, witnessing the genesis and development of one of such
models, such as, GPT3 within ChatGPT, which exhibits remarkable and anomalous
linguistic behavior at the same time, could not be a better testbed for philosophical points
and arguments expressed here.What a time to be alive, right? Obviou sly, the dissertation
rests on endorsing many mutually compatible but anti -mainstream positions, and for this
reason, some of thepoints and arguments may betoobold (after all, they d
and bol do f, oor primao facke doorged for an attentive armchair analytic
philosopher, zealous nativist cognitive scientist, or linguist. To them | dedicate theim mortal
words of one of the greatest rationalists, Jerry Fodor, beneath the title of this Ch.
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1.LINGUISTIC COMPETENCE: A VERY SHORT HISTOR Y

Now the Lord God had formed out of the ground all the wild
animals and all the birds in the sky. He brought them to the
man to see what he would name them; and whatever the man

called each living creature, that was its naiBe,the man

gave names to all the livestock, the birds in the sky and all

the wild animals.

i Genesi¥:18-20

1.1.The Pre-Cartesian Era: The Overlooked Roots

Most histories of linguistics begin with the 19t century, often ignoring its
philosophical legacy. On the other hand, most intellectual histories of virtually anything in
philosophy begin with antiquity . Either you have a penchant for Plato or Aristotle. Either
you are looking up to the sky in search for the perfect and ever-lasting Ideas or you are
inspecting the earth in search of the fellow featherless bipeds. Plato was looking for the
reality in which | deas nhastoilefwasn osedintetested tn the
instantiated ldeas, i.e., mind-independent materialized forms. The first inaugurated the
search for the underlying meaning, the second introduced logic as the instrument for
reasoning and classifying everything that was deemed to exist. It would not be entirely
wrong to call them proto -rationalist and proto -empiricist. My brief history of linguistic
competence will start even earlier and then fast forward to much later. Given that | am not
a historian of ideas, nor is this dissertation a piece in the history of philosophy, | am not
following a linear timeline or linear development of ideas by listing philosophers one by
one. Rather, my aim is to trace the origins of the divided views of linguistic competence
specifically and means to understand human cognitive processesgenerally. The divided
views revolve around the question whether cognitive processes, such as language, are
innate or acquired. By far the most influential view of innate linguistic competence was put
forward by Noam Chomsky, who dedicated the whole book to pinpointing the historical
roots of his TGG. My brief historical overview should be read as an addendum and
comment on Chresias kiggdigtics(1966) since | will be discovering quite
thought -provoking gaps in his historical overview and diggingdeep on the other side of the
trench to build defenses for empiricism , according to which experience is more important
for understanding linguistic competence than alleged innateness

Thus, my preoccupation will be to address Specific hypothesis | which states that
one can detect rationalist influence on the 20" century philosophy and linguistics, as well
ason cognitive science, which is grounded in the ontological assumption that language and
thought are isomorphic with respect to their essential properties. This is why my historical
overview will be more focused on shedding light on the theoretical commitments of the
adversarial sidefi know thy enemy, as Sun Tzu would say. Along the way, | will also
introduce key figures of empiricism. In both cases, Iwill cherry-pick the least controversial
authors with respect to their commitments i they are quite explicit in their argumentation.
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| will also touch upon Specific hypothesis Il only to continue its defense in the next Ch.
Recall, this hypothesis stresses the change in labeling: being either rationalist or empiricist
in the 20t century is not quite similar to adhering to such positions in the 21st century.

Our story begins in the Garden of Eden. If anything, the Christian and Hebrew Bible
(the New and OId Testament along with midrashim i.e., Rabbinic interpretations) is a
cornerstone for the Western civilization, and in it, the origins of linguistic competence , as
well as the origins of humankind, are subsumed under the aptly named part GenesisLong
story short, God createseverything, then proceeds to creating Adam (and Eve), and bestows
upon Adam the capability to name everything that was created, most naably animals. This
sacred language, that both God and Adam spoke in the Garden of Eden, was later dubbed
the Adamic language (Eco 1995:7).2 From there, everything went wrong. Adam (and Eve)
were expelled from the Garden of Eden due to eating forbidden fruit and we ended up with
confusio linguarum i.e., a bunch of imperfect languages. Luckily for us, the God kindly
reminded Moses of the following when Moses hesitated to ask Pharaoh to let his people go
OWho has made mands mouth? Who makes him mute
| , t h e ExodusddlP).dn other words, it is God who made us capableto speak, hear,
and see, and this is what makes us unique, despite thecrumbling of the Adamic language.
This also allows us to dedicate our capabilities to the quest of uncovering and recovering
the Adamic language.

Fast forward to the Middle Ages, specifically the 14 century. William of Ockham, a
Franciscan friar and philosopher from British Isles, well-ver sed i n Ar pEt ot | e
forward the idea of mental language (oratio mentali}t o whi ch Fodor ds LOT a
TGG bear a striking resemblance although neither one of them was acquainted with
Oc k h awotks(Normore 2009: 293). Some philosophers (e.g.,Geach 1957 were inclined
to think that Ockhamdés ment al id,amgwesayenthwas c c
inside is what would be otherwise said aloud in Latin; while others (e.g., Trentman 1970
Nuchelmans 1992 have seenin it a perfect Adamic language in which there would be no
need for synonymy or equivocation .# What needs to be cleared at onces the very notion of
mental language. For Ockham, mental language is prior to our mundane mode of
communication relying on conventional signs and it is shared among all rational beings
since it relies on natural signs (Panaccio 1999 53). Being a nominalist and a fervent
supporter of the principle , later called Oc k hamdéds Razor , he believed
singular entities in the world. Thus, mental language, in virtu e of providing the grounds
for conventional, external language, links concepts to singular entities.

The process of linking proceeds via signification, a primitive term
semantics (Normore 1990:54). This signification is a conventional one, but there is also

3 This language may or may not be Hebrewfi Dante Alighieri believed to be so (Latin being only an artificial

homologue), and in the Middle Ages there were many apocryphal stories about children who would

automatically speak Hebrew despite not being exposed to any sort of speech or linguistic stimuli (Eco 1995:

33-35). Leibniz, nonetheless, believed it was German rather than Hebrew (Aarslef 1982a: 46).

4See Spade (1980) for casting doubt on Trentmandés (19
synonyms or equivocations. Spade finds the inconsistencies in Ockham and maintains that he did not fully

develop mental grammar (i.e., syntactic aspect) because he focused too narrowly on truth conditions.
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natural signification, which specifies the origin of mental terms per sé Unlike
contemporary nativists, such as Fodor and Chomsky, Ockham did not adhere to the innate

vs. acquired dichotomy. Natural signification is causal: encount ered objects
mental terms as effects in a soul, and in this sense mental terms are acquired eve though

they are not learned (Normore 1990: 56). Taking signification as semantic fuel, the
suppositions, or propositions, start to form , and each determines the domain of objects of
reference to which terms will be applied (Panaccio 1999 59). Propositions are functions of
terms that constitute them, much | ike in Fodo
out of atomic ones via discrete rules.

The mental language encodes semantics for conventional languageslmost like LOT
encodes semantics for natural languagethed d e e p s t ofunerntallanguagé offer us
the means for expressing truth conditions that underly diversity and plurality present in
theosuper fi ci al cosvéntionatlanguages(Muchtemans 1992: 50) The famous
chasmthat will divide analytic philosophers of language fi the difference between extension
(i.e., a term that designates an object)and intension (i.e., meaning or sense of the termj}i
has also roots in Ockham, as Nuchelmans (1992) rightly remarks. The salva veritate
substitution is a useful tool for distinguishing the intension al from extensional contexts: in
the former context, co-referring terms are not interchangeable, butin the latter they most
certainly are. Thus, some terms of mental language cannot be substitutedsalva veritatevith
conventional terms since mental terms have a single meaning, while conventional terms
can have different roles within sentences of natural language, i.e., functional roles which
make a noun out of a single term in some contexts and adjective in other. This is why
conventional terms are always subordinate to mental terms: mental terms are never
equivocal whereas conventional terms are. On the other hand, salva veritatesubstitution is
feasible if and only if the two conventional terms correspond to the same mental term
becausethen they can be said tohave the same signification given that each mental term
has exactly one signification. As Normore (1990: 55) convincingly argues, if one changes
omental ter mdé \BinMdh adsigreficasoa dwitln drefedenced or 0Bedeutung,
one gets aproto-Fregean theory of reference four centuries earlier (a teaser for Sect.1.3),
albeit in the Aristotelian logical framework rather than symbolic.

In history, however, silence and absence are sometimes more interesting than voice
and evidence: the mental language vanished from philosophical argot and sources by the
end of the 14h century and did not re-emerge untilthe 20hc ent ury and HFastdor 8 s
forward to the high Renaissance, specifically the 18 century. Renaissance scholars
generally harnessed a certain despise towards logic considering usus loquendi viz.,
customary speech, as more valuable sinceit sheds light on philosophical and scie ntific
inquiry while logic obscures it through empty technicalities (Losonsky 2006a: 183)6 In line
with the trends of his epoch, Fr anci sco S8nchez de Shnatss aBr oz a

5 Furthermore, signification can be primary (both sensu strictcand sensu latp and secondary, or connotation

to enhance the ontological economy in order to avoid introducing the synonymy. For details see Panaccio

2006: 5658.

60f course, this is only one of the possible reasons fo
an array of other reasonscf. Normore 2009.
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professor at the University of Salamanca, wrote a manual on Latin grammar titled Minerva
seudeCausisLi n g u b (bedter knowmn asMinerva) in 1587 (Seuren 1998: 42)The manual

was written in the Renaissance spirit of preferring natural language over Aristotelian
syllogistic, hence Sanctius put an emphasis on syntax, as opposed to semantic concerns of
medieval logic. In Pieter Seurends words, owe t hus
transformational grammar (...), though inlessmoder n t er mi nol ogy . 0O

Sanctius acknowledges the datum of the Aristotelian logic fi that influenced
medieval logicians like Ockhamfi that there must be a carespondence between logical
categories andstructures of thought as well as between structures of thought and the world
(Seuren 1998: 45)Both kinds of correspondence hinge on language since we express
thoughts through language. However, Sanctius realized, again much like Ockham, that
confusio lingiarum and semantic anomalies such as equivocacy indicate that sentences in
our everyday language, i.e., their surface structure cannot yield the two kinds of
correspondence. Something more perfect is needed, an abstract level on which sentences
and thoughts map one to one, i.e., one must find the deep sucture. The grammar of any
language provides the rules for transforming surface structure into deep structure. At this
point, Sanctius was already original enough, but he went even further in analysis: sp ecific
grammars combine into universal grammar at even more abstract level because languages
are in principle translatable to each other, and virtually every group of people sp eaks some
language, otherwise they could not communicate with each other. This universal grammar
perfectly fits the structure of thought and reflects the features of original language that God
bestowed on Adam because this would be the ultimate mirror of our rational capacity that
sets us apart from animals (Seuren 1998: 6566). To sum up, every human being is endowed
with universal grammar as mark of God and in virtue of being rational. Sanctius was not
explicit about the innateness of such a syntactic device, but rather outsourced it to God.
Thus, excluding the religious narrative accompanying it, the universal grammar of Sanctius
bears aremarkabler e s e mb |l anc e twhichQll berpesentdd n,Sect. 2.1.

The Minerva had a peculiar destiny after the death of its author. After being ignored

for almost a century, it was rediscovered by one of the key figures of Port Royal monastic
intellectual milieu , Claude Lancelot, who integrated the ideas of Sanctius into Port Royal

grammar to the extent that Minerva ceased to exist without Port Royal flavor (Aarslef 1982b:

104, Seuren 1998: 4y This was chosen ast he st arti ng p o Cartesiano f Cl
Linguisticsrather than any medieval or renaissance intellectual authority. How ever, my aim

for this Sect. was to show that both Ockham and Sanctius can be seen as precursors of the

main research questions that | will be tackling within this dissertation: Is the thought
structured like language, or it may diverffem linguistic structure altogethérls it necessary for

the cognitive architecturehat underlies thoughtgo incorporate properties correspamgl to the
properties of natuldanguage?To put it differently, do the nature of thought and the nature

of linguistic competencecoincide? Are thinking and language processing coextensive?This

research question is also atthe core of TGG and LOT, each being preoccupied with the

domain of ling uistic competence that seemed prone to more exact treatmenii TGG with

what | will baptize syntactic competence and LOT with semantic competence (Sect4.2. &

43). Thisalignswellwi t h  Ockhamds f oc uSsanocnt isuesnda nftoi ccuss aonnc
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1.2. Early Modern Rationalism and Empiricism: A Gap between Reason and
Experience,Continent, and the Island

Philosophers like polarities and grouping into camps, which often makes their
discussions similar to pep rallies. One of the perennial divisions that nowadays has
progressed well beyond disciplinary corners of philosophy is the division into rationalist
and empiricist coterie, whose origins date back to the 17" century. In this brief historical
overview, | will touch upon Descartes his Port Royal successors,and Leibniz, i.e., the
central figures of rationalism writing about linguistic competence , and Locke, the central
figure of empiricism who dedicated a book of his EssayconcerningHuman Understanding
(1690) to natural language thereby marking the beginning of the philosophy of language as
we know it (Losonsky 2006b). A more extensive treatment of this fecund period of the
history of philosophy certainly merits a dissertation of its own.

Descartes, (in)famous for his dualism, had little to say about natural language, since
the linguistic capacity was, for him, subordinated to thought , which is the essential attribute
of res cogitansviz., thinking thing. One of the particularly relevant (and long) passages is
the following:

OFor it is a very remarkable thing that there are no men, not even the insane, so dull and
stupid that they cannot put words together in a manner to convey their thoughts. On the contrary,
there is no other animal, however perfect and fortunately situated it may be, that can do the same.
And this is not because they lack the organs, for we see that magpies and parrots can pronounce
words as well as we can, and nevertheless cannot speak as we do, that is, in showinghat they think
what they are saying. On the other hand, even those men born deaf and dumb, lacking the organs
which others make use of in speaking, and at least as badly off as the animals in this respect, usually
invent for themselves some signs by which they make themselves understood. And this proves not
merely animals have less reason than men but that they have none at all, for we see that very little

is needed to talk6 (CMT 1 140).

This passagepicks out all crucial ideas of rationalism when it comes to language: it
is a capacity unigue to humans and reserved for humans due to the essential property of
creativity , thereby making them special in the natural order of things. This is what appealed
to Chomsky (1966): creative usage of language that defies practical purposes points to
productivity as essential property of both language and thought . Descart esd duali
hints at the difference between surface and deep structure: vocalization of particular
languages has to do with res extensavhile the true nature of any language has to do with
res cogitansMoreover, the Cartesian linguistic capacity is intrinsically linked to reason:
mind without language would, in fact, inhibit reason (Losonsky 2007: 185). And the reason
is full of innate ideas, for instance, those of God (CSM 2 35)and mathematical principles
(CSM 2 262) However, not only the existence of God and eternal truths is innate, but
elsewhere Descartes endorsed universal innatenessaccording to which even our sensory
ideas are innate’ Descartes thus introduced nativism as the rationalist building block for

7 See Gorham (2002) for an extensive treatment of the causal and nortausal interpretation of the universal
innateness thesis in Descartes. | remain neutral towards either interpretation since it is only relevant whether
language is innate for the purpose of this Sect.
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the epistemology, although ultimately the innate faculty of reason was made possible by a
benevolent God 6concerned to give us a head start i

7

sublunary wilderneésso (Cowie 1999: 9).

Inclined to some of the tenets of Cartesianism, a group of Jansenist intellectuals at
Port Royal, most notably Claude Lancelot who got hold of Minerva, Antoine Arnauld , and
Pierre Nicole published Gr ammai re g®n®r al e et rai slatndea ® e ¢ ¢
parl er, expligu®s d' gonsimplyBRant Royal Grantnara) ind6S0aedt n a't
La logique, ou l'art de pensgar simply Port Royal Logique in 1662.The books are intertwined
given that their hypothesis was that logical operations of mind give rise to grammatical
features of different languages (Seuren 1998: 47)However, given that there is only one true
logic, namely Aristotelian terminist logic embodied in syllogistic , all languages must be
somehow related, for instance via deep structure that is represented through one-to-one
mappings between constituent structures and thoughts. As Lancelot & Arnauld say in Port
Royal Grammaire to grasp the universal language comprised of deep structuresoi t woul d
be enough to examine thoughts in themselves,
Losonsky 2006a: 186) Obviously, Lancelot & Arnauld proceed with the Cartesian
subordination of language to thought and distinguish deep from surface struc ture in the
sensethat language for them has universal syntactic skeleton along with the spoken and
written letters which are no t necessary for understanding the foundations of grammar but
merely serve for communication. Without assuming that there is an abstract, deep linguistic
substratum we would be left with cultural relativism and common usage which is unstable
and uncertain. And we cannot be uncertain about something that was a gift from God, can
we? Thus, Chomsky encircles his 17" century rationalist and nativist pedigree with Port
Royalists.

Nonetheless, some people were not ready to acknowledge this pedigree. | have
already shown the significant gaps in the Cartesian story about the rationalist origins of
linguistic competence, namely the role of both Ockham and Sanctius. Additionally, the
search for universal grammar did not encompass only syntax but also semantics.
Furthermore, Port Royalists did not really see eye to eyewith Descartes regarding his thesis
of universal innateness (Aarslef 1982: 104), while Chomsky seems to merely lumptogether
everything As Hans Aar sl ef puts it: OProfessor Chc
history of linguistics. Unless we reject his account, we will for a long while have no genuine
history, but only a succession of emi1lBli®.i ast i

8 Fiona Cowie (1999) adequately distinguishes epistemological from psychological questions to which
rationalism/nativism should provide an answer and shows that 17 ™ century rationalism when dealing with
the epistemological question relies on God for justifying knowledge and, specifically, a priori beliefs.
However, when the problem at hand is the very origin of knowledge and such beliefs, rationalism dissolves
into nativism as a main strategy for tackling the psychological question. In this Ch., and in the dissertation
generally, | am obviously focused on the psychological question rather than epistemological, and even more
narrowly, on the origin of linguistic compet ence. However, Cowie (1999) is alocus classicufor an extensive
take on both questions from the historical andcontemporary perspective, as well as for a wholesome criticism
of rationalism/nativism in this regard. In the 21 st century a book of similar importance and scope is Clark &
Lappin (2011) who disagree with Cowiebds approach and i
empiricism should be draw according to their allegiance to metaphysics (rationalists) or expe rimental science
(empiricists).
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And, alas, the messiness of the contemporary rationalist vs. empiricist debate across
cognitive science, l i ngui stics, and Al researt
great extent (teaser for Sect.3.2). According to Aarslef (1982: 106),to be a universal
grammarian, it suffices to be rationalist, and | would add that it suffices to be both rationalist

and oriented toward language of logic rather than natural language. The logic will change

in time, from Aristotelian syllogistic systemto the first and second-order logic of Frege and

Russell, but the obsession to mold natural language and thoughts into it will not. In the

past, universal grammar was seen as glimpse ofthe Adamic language, to which logic can

bring us closer, whereas in the present, universal grammar is a supposedly innate device to

whose modelling logic can bring us closer.

Leibniz was one of the fervent supporters of the idea that logic is a perfect tool for
unraveling the true nature of relationship between thought and language and , thus, a
source of inspiration for the logicians and philosophers of languag e in the 200 century.
Leibniz was also interested in the Adamic language and immersed himself in the studies of
etymology, most notably etymology of German, French, and Slavic languages. The
diachronic perspective allowed Leibniz to claim that there is a natural order i n wor ds o
origins as though they are all converging to a common point. Th is common point must be
a single language like the Adamic language, which keeps the concealed truth and wisdom
since it was common to humans and angels alike (New EssllL.ii. 1, cf. Aarslef 1982a: 59)

The only thing that could be on a par with the Adamic language is a formal language
decluttered from amb iguities and other semantic anomalies since both can share structure
and preserve truths much like decimal and binary system preserve truth about natural
numbers (Losonsky 2006a: 192). For this reason, Leibnidevised Characteristica universalis
a precursor to the notation that Frege will introduce for m odern symbolic logic in the 20t
century. Thus, by iteratively performing substitution salva veritate o ne coul d, i n
view, transform sentences of any natural language to formal language of Characteristica
universals, which, in turn, reveal the prefect logical form of such sentences This aligns with
the points of Sanctius and Port Royal group, as well as their emphasis on universal
grammar, i.e.,it fits the recurring rationalist template . More importantly, however, Leibniz
guarationalist disagreed with Locke on virtually every aspect of their respective treatment
of language and linguistic capabilities except for the starting point that language is in deed
a suitable instrument for looking inside the human mind. Leibniz saw in it the inner
deductive structure of the mind that reflects the grammar of natural language
synchronically and the grammar of Adamic language diachronically, while Locke saw
psychological cues about the natural language and contents of thoughts prompted by
sensory stimuli. And thus, the seed of discord was planted.

Locke, the father of British empiricism, linked semantics to epistemology, which was
unprecedented in the history of philosophy before him ( seeLosonsky 2006h. The degree of
human knowledge, for him, hinges on the manner of expressing it, and if one strives to
chart the origins of human knowledge, she must begin with language (of course, this being
after the primary sensory input) . As Locke put it, humans, infact, 0 i n t hei r Thi nk
Reasoning with themselves, make use of Words instead of Idea® Egsay IV.v.4). This is
because the words o0in their pstandrdoanothingpbutthe mme d i
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ideasi n t he mind of h iEssaytlli.2)tPanacie (2003) hsesrthis sgntence

to show a straight | ine bet we evuew@awkrilsatadbnah n o mi
Dawson claims (2007: 187188)that in this seemingly clear and simple formulation the roots
of Lockeds rebel |l i anetobagfendnssigectivehsensible words of theo n

individual speakercome to the forefront rather than mental propositions . The concerns
pertaining to the meaning of words are no longer generic, nor is the solution to such

concerns generic and abstract the concrete individual utters the words of an imperfect

natural language ( 0 v ul g a r quagometiegent phgnomenon.

Interestingly, however, Locke did not intend to dedicate a whole book to the issue of
language but given that his Essaywas written over the course of twenty years, it took him
time and effort to supply it with a treatment of any novel idea that appeared during the
period of writing. Thus, Aarslef (1982a: 45)
literature and bo oks sent home from France during his travels to claim that Locke, in fact,
read Port Royalists and found them so compelling that he devoted a whole book to
discarding the rationalist account of language. Unlike Port Royalists and Descartes, he was
not swept away with either logic or mathematics, nor searching for the perfect non-
contingent Adamic language. Locke denied the authority of Adam based on his first
baptismal actby reckoning t h gtfhe same liberty also, that Adam had of affixing any new
Name to any Idea; the same one has any one still (especially the beginners of Languages...)
but only with this difference , that in Places, whereMen in Society have already established
a Language among them, the signification of Words are very warily and sparingly to be
al t e r(seekEssayll.ui. 43-51).

Locke does not sugarcoat the fact that language is full of semantic anomalies,
ambiguities, and that the ephemeral and conventional nature of language makes it
inherently unstable ii after all, every speaker hassomething to say basel on the ideas she
previously entertained. The core issue here is that the speaker, according to LockdEssay
ll.xii.1), entertains complex ideas rather than simple ones since the former are acively
formed, while the latter are passively received through senses. And while all human
knowledge begins with senses astabula rasabecomes marked with some chalk, complex
ideas such as those of number, duration, causation, or space must becombined by
psychological capacities out of simple ideas and this is chiefly a rational process. The
process of combining simple ideas into complex ones fluctuates with respect to intra and
interindividual differences, which Dawson (2007) dubs intra and interpersonal semantic
multiplication . Semantic multiplication is mediated through categorizing ,i.e.,the formation
of more and more abstract labels for perceived objects that figure in seanantic content in
virtue of being ideas. Abstract label does not, however, imply the existence of an abstract
idea. At this point, Locke invoked the example with triangle which marked the era of British
empiricism and will even figure prominently in contemporary vindication of empiricism
within connectionist cognitive science (Buckner 2018). Here is the passage:

OFor when we nicely reflect upon them, we sha
Contrivances of the Mind (...) For example, Does it not require some pains and skill to form the
general Idea of a Triangle, (which is yet none of the most abstract,comprehensive, and difficult,) for
it must be neither Oblique, nor Rectangle, neither Equilateral...; but all and none of these at once. In
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effect, it is something imperfect, that cannot exist; an Idea wherein some parts of several different
and inconsistent | (EssaWV.va9).e put togethero

In other words, only a few exemplars can be subsumed under a general name or
abstract label, and virtually every single speaker can treat the meaning of such a label
differently , which, in turn, has practical consequences.This is what impedes our morality
given that people disagree about what is morally right or wrong unless one calls upon God
as the ultimate arbiter. Alas, this usually just muddies the waters since having justified
beliefs is not the same as putting faith into God, which essentially blunts our critical and
moral capacitiesbecause we start acting like children who were merely instructed to behave
properly (Woolhouse 1988: 95). In sum, with nothing to anchor semantic multiplication
since the innatenessand abstract ideasare out of question, we are left with the thoroughly
arbitrary state of affairsi as Dawson nicely putsit,oLoc ke ds t horoughgoi ng
innate ideas makes our minds the subjects of whatever chance putsinourpathd (2007 : 2 3

Moreover, the issue ofthe viability of abstract ideas proved quite challenging for
British empiricism in years to come. Hum e offered a more nuanced distinction between
contents of our minds by introducing impressions, i.e., first appearances in thesoul, and
ideas”™ LUocke, i.e., faint images of impressions in the soul, as well as associations through
which ideas combines and impressions mix (T 1.1.1.1/1). Ideas are copies ofimpressions
and represent them faithfully enough since they represent literal objects that caused
impressions (T 1.1.1.7/4). It follows that, should the abstract ideas exist, they could not be
traced back to impressions. Whereas Locke thought that we merely subsume exemplar
under an abstract label, Hume argued that all we have at the beginning are impressions,
thus, we are, in fact, always imagining a concrete exemplar rather than abstract idea.
However, the manner in which we select exemplars is puzzling:

Othe seemingly @pghe wekyeidbas § é fré thus mwallected by a kind of
magical faculty in the soul. This faculty is always most perfectinthe gr eat est geni useséb
be explained by the utmost efforts of human understanding 6 (EHU 1.7).

Anyhow, let us go back to the Continent and away from Albion. Leibniz, having read
the Essaytried to establish correspondence with Locke, but these were futile efforts. Lo c k e 8 s
silence r esul tesMouveanx Eksai$ 9und erdtse n d meim whichhtwana i n
characters,namely Phi | al et loverot r 0t hut h ) e mtnhdu sTi hagsadpoh i | e
l over 6 enmnt o GY debatel & Leibniz expected to debate with Lockein personii
about the nature of knowledge. Leibniz started with claiming that ideas © lLoeke are
essentially actual or occurrent thoughts and they indeed capture contingency of human
psychol ogi cal processes, but t h eshaws thel Gesy u n d e
possibility of entertaining any thoughts through dispositions (New Ess lll.v.3). Hence,
certain classes of ideasand principles , most notably necessary truthsthat are derivable from
dispositions, are innate even though experiential input needs to trigger the mind for the
acquisition of many others. Our role is not to roam over the earth by chance and wallow in
confusio linguarumdespiteo [ t ] he fact i1 s that our needs hayv
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order of ideas (...)0 Ndéw Ess IlIl.i.5).® Rather, we should discover the pre-established

harmony enveloping humans and nature alike: God endowed us with innate principles that
correspond to principles governing nature, thereby cr eating a perfect mechanism not a

grab-bag of contingent features. Our r ati onal soul resonates Ww!
creation. After all, there must be a sufficient reason for everything .

Finally, let me state what empiricism and rationalism imply quahistorical positions
involved in a priori debate about the origins of knowledge (cf. Woolhouse 1988: 2):

(En) The contents of human minds, i.e., knowledge, and capacities constituting the
human minds are grounded in sensory experience and to the great extent acquired
rather than innate. Experience is also a touchstone of meaning, truth, and/or any
abstract notion whatsoever.

(Rn) The contents of human minds, i.e., knowledge, and capacities constituting the
human minds are shaped by our innate rationality with which God endowed us

and thus made us unique in the nature. This is also a touchstone of meaning, truth,
and/or any abstract notion whatsoever.

Thus, while the latter camp seeks to establish a rational deductive system of the world and

relies on logic as being the tool and ideal to which natural language should aspire, the

former camp relies on common usage, common sense, common knowledge and
observation. As Plato and Aristotle on maestrdRap hael 6 s f a rnhe prgpongraafnt i ng
Ru points up to the heavens above and the proponent of E humbly looks to the soil and

immediate surrounding: while one pursues the lost innocence and perfection of the Adamic

language, the other drowns in the confusio linguarumtrying to make some sense of it. And,

as the story continues, the painted Plato and Aristotle just obtain more shadows behind

them, as | will be revealing below in the case of analytic philosophy of language.

1.3. Rationalism and Empiricism of the 20t century: Philosophy of Language on
the Battlef ront

So far, we have seen the unleashed rationalist beast, fed byhe Aristotelian syllogistic
and empiricist knight waving a sword of natural language grammar. Curiously, however,
Aristotelian syllogistic was also embedded in natural language fi only Leibniz realized,
during his work on Characteristica universalighat conjunction and disjunction of terms in
the Aristotelian logic could be somehow represented by arithmetic operations of addition
and multiplication (Kneale & Kneale 1962: 404). He lacked formal and notational means to
express this relation that will be cornerstone of modern symbolic or mathematical logic.
Fast forward to the 19t century and the very beginnings of the new logic. In 1847, George

SAccording to Aar sl e Essayiici®e8 thae thae ph)losophlcal wdtrieHis Leibniz: he
regarded Essayas the proof of alarming impiety that could easily slip into materialism, i.e., denial of both

immaterial soul and Christian conception of the life after death. Hence, this probably gave Leibniz the impetus
for his Nouveaux Essaigonceived as pious philosophy on the Continent as opposed to the profanity of
decadent Isles.
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Boole achieved what Leibniz strived for and published his method in the Mathematical
Analysis of Logicthe method being the application of algebraic formulae for e xpressing
Aristotelian syllogistic (Kneale & Kneale 1962 407412). Thus, o0AIl | men ar e
xy=x, where multiplication of x with y amounts to conjunction of sets or classes.
Additionally, the propositions are assigned with truth values, which are represented with
either 1 (0t r u eand)Booke rgoedon tocshoa Iheweamything that can be
represented in the algebra of 1 and 0 can be restored within the algebra of classesKneale

& Kneale 1962: 415)Subsequent devel opment of Bool ebds 1
polyadic predication as well as universal and existential quantification over predicate s.

Unlike Aristotelian terminist logic, which presupposed that terms have the most important

role since they make up syllogisms, the new logic was oriented toward larger units fi
classes, propositions, quantified expressions.

The time was ripe for Gottlob Frege to enter the stage He made two long-due
improvements. First, he organized the contributions of his predec essors by creating a
unified notation through which the structure of logic would be clarified . The formal rigor,
precision, and the elaborate deductive system were needed to show that all branches of
mathematics can be reduced to arithmetic, which includes only concepts from logic. Thus,
his second improvement amounted to finding means to reduce the very process of
deducton t o a few rules 0so that there may be no
i n what we ought to pro%3®0 NMKnfeadt es &h &me awiel 11
revolutionary approach to mathematical logic and philosophy of mathematics, but rather
his philosophy of language. In his Begriffsschrift(1879/1972, the primary goal was to set
logic free from its link to natural language that was forged in the Aristotelian logic: the
relation of his newly envisaged notation, or concept-script, to natural language is akin to
the relation between microscope and the eye.In other words, Frege wanted to idealize away
from all peculiarities, anomalies, and ambiguities of natural languages, i.e., anything that
would hinder one -to-one correspondence between sentences in formal language of
propositional and predicate calculus and truth -conditions. Harris (2017) dubs this truth -
conditional idealization and argues that both the groundwork for the truth -conditional
semanticsand the tendency to put an emphasis ondeclarative sentencescan be traced back
to Frege. This was the tradition that mostly ignored the richness of natural language,
including interrogative and exclamative sentences, not to mention sociolects and idiolects.

Fregeds phil os agestnothmde on ttee mantexd seresitivity of natural
language or s p e a k eommuicative practice, but is aligned with his broader
mathematical goal, and requires, therefore, the same standard of formal rigor and precision.
Thus, no longer the search for Adamic language proceeds in the service of praisingGod for
the uniqueness he bestowed upon us when creating Adam, the first speaker. Rather,
Adamdos offspring searches for the | demkingf or ma
them unique in nature in virtue of being masters of that very same nature. Russell
(1914/ 2009, a follower of Frege acrossLa Manche, argued that our everyday natural
language is not sufficiently abstract and adequate to convey the true structure of reality
which is to be discovered and neatly reported by science.Only carefully selected properties
of natural language were deemed worthy enough to be included in formal language . Such
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property was compositionality , which conveys that the meaning of a whole sentence is
determined by the meaning of its constitutive parts. Thus, compositionality became central

f or mal device for the i de adrelaterfited in bygowponeatvr d Fr e
of TGG, LOT, and traditional symbolic cognitive science who took compositionality to be

essential feature allowing for mapping between language and thought. Frege also
stipulated that the structure of ideal formal language should be in tune with the structure

of thought as Ockham did in the 14t century, i.e., such languagefor Frege was indeedideal
guatransparent medium of thought /semantic content. As TylerBur ge de slfkrege be s,
was primarily interested in eternal structure of thought, of cognitive contents, not in
conventional Il i ngui s tlnlater maks, Freged1®18/197H Gosfined 2 1 3 ) .
such conceived thoughts to the Platonic Third Realm, different from physical world and

inner world of individual speakers : they were thought to be immaterial immutable, and

graspable by any human being, thereby ensuring the intersubjectivity of the meaning, as

opposed to fluctuating conventional meaning.

Thus, there is a close relationship between thoughts and meaning i n Freged
philosophy of language . Hi s famous (1892/1952) sense and referencedistinction (ger. Sinn
und Bedeutung grounded two -level semantics by showing how proper names and sentences
could have the same object of referencebut differ in terms of their cognitive significance.
Take a rational (sic!) subjectS, who has conflicting beliefs about the same object of reference,
e.g., S may believe that Scipio Africanus Minor ordered the complete destruction of
Carthage but highly doubt that Scipio Aem ilianus had anything to do with waging a war
against Carthage, since she is unaware thaboth 6Scipio Aemilianus é and 0Scipio Africanus
Minor 0 refer to the person. The truth value of a sentence6 Sci pi o Aemi |l i anus
destructonof Cart hagedé and oO0ScipiodAbtiraanu® nMiohorC
is a function of truth -values of its constituentsii as per principle of compositionality,
obviously , and in this case both sentences are true. Proper names are eferential and pick
out the same person, whereas the denotation od the predicate is function that takes
o0Carthaged as arHpweree differerces in@dypitwecsignificance of these
sentences arise, most notably in propositional attitudes expressing beliefs, doubts, desires,
etc. For S, therefore, the two sentencesare incompatible in virtue of being claims about
different persons, and for each of them, S associates specific modes of presentations, or in
Russelld $1905)lingo, descriptions. The sense of proper namesamounts to descriptions.
Thus, at the level of reference, the sentences are true (even trivially true), but at thelevel of
sense, they are not identical due to S doubting the contingent fact that Scipio Aemilianus
and Scipio Africanus Minor are the same person. S, therefore, entertains two different
thoughts given that the sense of a sentence is thought (ger.Gedankg What is Fr e ge 0 s
solution for reference fixing in tricky cases like the one | previously described? He simp ly
relies on the rationality of individuals: no rational subject could, at the same time, hold two
contradictory beliefs. Fr ege ds s e n s edistmcsion amdesmghasis orctke first-
person perspective gave rise to internalism and descriptive theory of reference in
philosophy of language and paves the ground for another distinction, namely extension vs.
intension.
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Internalism is a position in the philosophy of language which states that meaning is

solely dependent on internal factors,i. e. , by what i s happening in
Her associations, clusters of descriptions as in Searle (1958) representations, modes of
presentations,intentions,basi cal |l y whatever we stipulate to

can exercse influence on the individuation of semantic content and, in turn, picking out
referencefi and behold the link between the descriptive theory of reference and internalism.
Internalism can also be taken to align with rationalism inasmuch one assumes thatthe
speaker6s rational ligguisdicnpeanag. Cmth-canditionl gamantick e
was overwhelmingly internalist at its inception given that the subdiscipline can be
construed as providing us with models of minimalist idealizations of the s emantic
properties of language without taking into account any external factors embedded in
communicative practice (Harris 2017: 174175. However, this is quite different from
historical rationalism that was intertwined with the innateness of particular beliefs.

The peak of the ideal language project within the truth -conditional semantics came
with Richard Montague (1970&/1974, 197081974, 1970c/1974) who strived to formalize
natural language e n g ®@ath@rrtharl take the apt excerpts from it that are stipulated to be
suitable for logical analysis. This subproject was called Montague grammaand outlined the
sharp distinction between linguistics and philosophy of language in terms of goals and
methodology. While Chomsky was interested in syntax and envisaged TGG as primarily
syntax-oriented theory, Montague admittedly did not see any merit in syntax except as a
preliminary for semantics and looked down on TGG: 6One could also object to existing
syntactical efforts by Chomsky and his associates on grounds of adequacy, mahematical
precision, and eleganced (197M/1974: 223, fn. 2. Thus, the formal ambitions of linguistics
were nowhere near the established pedigree of truth-conditional semantics in philosophy
of language. Mont ague endor sed b distihctiodr betwpendsense faadmo u s
reference in the form of intension and extension, as well as principle of compositionality to
derive his formal semantics, which was subsumed under the motto syntax isan algebra,
semantics isin algebraand meaning is a homomorphism between tf#amsen & Zimmermann
2021).His approach was extensional, which essentially means that Montague considered
intensions as functions from possible worlds to extensions. The ramification of this choice
was reluctance to goalong the path of intensional logic, since an extensional approach was
considered, along the Fregean lines,to be more rigorous.

Unlike Frege, however, he managed to suggest mathematical tools for the logical
analysis of the aspects of natural language that Frege bypassed, i.e., imperativesand
guestions as typical non-declarative sentencesfor which truth conditions are not applicable
but rather fulfillment conditions (Montague 1970c/1974: 248, fn. 3. According to Harris
(2017) this marked the end of truth-conditional semantics qua models of minimalist
idealizations of language fragments and turn towards empirical investigation of meaning.
Partee (1980)ketched two parallel views of semantics, one being mathematical, the aher
psychological. Either one takes semantics to berepresentative of semantic competence and
can be investigated from the processing perspective, or one considers semanticasisolated
from any psychological or biological details, and Partee (1980: 45) found Montague
grammar to be inherently incompatible with two quite basic insights from psychology and
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cognitive science, namely that our brains are finite (as opposed toMontague's intensions of
sentencesamount to functions from possible words to truth values) and we are endowed
with knowledge of our language and its constitutive meanings or concepts viz., semantic
competence (whereasMo nt a g u e 6 s of wordseare Sunctiomssfrom possible worlds
to extensions).10

Despite Mont agueds k e e n, the challernpdstts theaidedl Vv i r
language project came rushing from three fronts, one being from the rise of ordinary
language philosophy, second was dug out with the inception of externalism and causal
theory of reference, and third, the most painful, came from one of their own who debunked
two dogmas of empiricism but also rooted out the core tenets of the project. Empirici sm in
the 20N century was spread across these three fronts, often varying inintensity and type of
commitment. Let me start from the third front, the most intense and explicit in its
commitments to historical empiricism. Philosophers and scientists gathered in the Vienna
circle, called logical positivists, wer e sympathetic to both Frege
logical foundations for the mathematics and ideal language project and impressed with
British empiricism, which they found to be in the accordancewith the burgeoning scientific
progress of the 20" century. These two quite different commitments were embedded in
their verifactionist principle , which stated that the sentence is meaningful if and only if it is
justifiable by empirical methods, which boi Is down to sense experience(see e.g., Carnap s
(1928/1967) Aufbauproject). Thus, only scientific sentences have meaning.Mathematics and
logic are, on the other hand, vacuously true in the sense that they do not offer any
meaningful i.e., cognitively significant, information about the way the world is. Simply put,
mathematics and logic are analytic truths. The ramification of the endorsement of such
philosophy of language was that pretty much anything can be found to be meaningless
unless based in sensory experiencé even the verifactionist principle per se(see e.g.,
Hempel 1950). Empiricist scientific rigor and the quite literal application of the ideal
language project within logical positivism proved to be self-defeating. In the 1950s, logical
positivism was shuttered by one of its most loyal p r g ®@®illard Van Orman Quine, who
challenged both verificationist principle and the view that mathematics and logic are
vacuously true, i.e., each of the two dogmas of empiricism.

Quine (1951) discarded the idea that it makes any sense to verify or confirm
individual scientific sentences because these are always intertwined within a specific
scientific theory. Furthermore, his minutiose analysis of different notions of analyticity
showed that there is little reason to claim that mathematics and logic are vacuously true
and independent from truth -conditions for physical world fi no sentence is immune to
revision, even those that were traditionally taken to be analytic truths. A fortiori, the
traditional distinction between analytic truths and synthetic truths, i.e., verfiable with

)l n Subotil (2017) | showed on a small fr agntluséescanf Lat i
be applied, especially for contexts involving subjunctive rather than usual indicative. However, such a formal

analysis Montague is wildly psycholog ically implausible given the psycholinguistic studies of human parsing

of that-clauses. This suggests that the conviction that natural and formal languages can be treated on a par

thanks to mathematical tools can only take you so far. | turned to connectionism precisely because of the

promise of ever-increasing psychological plausibility of natural language processing.
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respect to the physical world, is doomed and of no use in a consistent empiricist view. In
Sect.3.2, by relying on Buckner (2023), | present the third dogma of empiricism, which is
concerned with establishing theoretical support for connectionist account of linguistic
competence by describing language acquisition through domain -general mechanisms, of
which Quine would probably be sympathetic to at least some extent. Let me explain the
reasons for my confidence.

In the 1960s, Quine proceeded to design his empiricist system that encompassed
epistemology, philosophy of science, philosophy of language, and philosophy of logic. The
starting point was that all knowledge, including scientific knowledge, starts with
stimulation of sensory nerves, and the very entry into corpus of knowledge begins with
observation sentences. Being one of the rare philosophers of language who discusses the
process of the acquisition of linguistic meaning, Quine left the ivory tower of analy tic
philosophy in the search for grounding his views on meaning psychology, most notably
behaviorism. Thus, he needed to envisage a coherent, psychologically backed up story of
how children learn observation sentences, and thus get cognitively inaugurated into
linguistic community. In Word and Objec{1960/2013), Quine gradually set the scene: the
child is thought to have disposition to assent or dissent in response to either direct or
indirect stimuli, and the corrective role of the linguistic community, m ost often parents,
help actualize this disposition by punishing or rewarding specific behavior . Mastering
sentence production, and language usage generally, hilpes on t he c haglirel 6s al
relevant sets of syntactic rules and semantic representationgi to which the linguistic
community conforms i in relation to the set of directly or indirectly experienced
situations .11 Thus, for Quine, the very notion of meaning is not confined to the ideal
language project in any way but is rather a behavioral phenomenon which deserves
empiricist treatment . Similarly, the new connectionist dogma that will be introduced in Sect.
3.2.sees language asn emergent usagebased phenomenon Additionally, as | will show a
bit earlier, in the Sect2.1,Choms ky s cr i ti ci’ s @kiaoef, whick Quane i or i s
wholeheartedly incorporated in  Word and Objectas well as Chomsky vs. Quine dispute
about language acquisition, offer glimpse into what will be crammed into the

1The acquisition of linguistic meaning is described wit
known though experiment about the indeterminacy of translation, in which a field -linguist investigates an
indigenous language by keeping adiaryonspeaker sd behavior and strings of s
behavior, and when a rabbit crosses the path of one of the speakers, he uttersGavagai Our field -linguist, in
Qui nmidse e rmanmicbe suee whether the speaker refers to the rabbit, parts of the rabbit, etc. The
reason why she has to adhere to eliciting either assent or dissent of speakers in the presence of stimulus lies
in the fact that only via behavior she can correlate reactions and gesticulation with the purported linguistic
meaning. In this way, our field linguist can uncover stimulus synonymity without imposing sets of syntactic
rules and semantic representations of her own language to the indigenous one that she is investigating (Quine
1960/2013: 5253). Stimulus analyticity, then, amounts to communally endorsed observational sentences for
which the speakers have consensus, i.e., show almost universal assent (Quine 1960/2013: 66). Th&avagai
thought experiment prompted Quine to believe that linguistics must be married to behaviorism, while maybe
in psychology one could have an alternative to behaviorism that could be equally scientific and rigorous (see
his 1987 paper).
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rationalist/nativist argumentative line contraaccounts that deny the innateness of language
faculty like connectionism does.

However, for the time being, let me return to the two left fronts. Both were
intertwisted with the third, albeit the intensity and the type of commitment to empiricism
were much lower and much looser. Qu i mreggedtion of the analytic/synthetic distinction
provoked the answer from philosophers of language who had already believed that both
Fregeds and | ogi c a lare marsquateiquamethodology and arigntatiom s
in philosophy. Thus, Grice & Strawson (1956) defended the distinction on the grounds that
it has its function in ordinary language .| n Locke&6s manndhought thate s e a
natural language should be in focus, specifically the communicative practice of ordinary
speakers since this could shed light on philosophical problems (see also e.g., Wittgenstein
1953,Austin 1962.The ordinary | anguage phil oscompntory- or i g
senseapproach to philosophy, and asBurge succinctly putsit: [t]lde tradition deriving from
Frege took science, logic, or mathematics as the source for linguistic and philosophical
investigation, whereas the tradition deriving from Moore took ordinary practice as the
touchstone for linguistc and phi l osophi cal $omeaf timephilosophefsl 9 9 2 :
inclined to this orientation combined ordinary language philosophy with behaviorism,
which resulted in logical or philosophical behaviorism which stated that terms referring to
mental states gain their meaning in virtue of being customary used to convey the
disposition to a particular behavior (e.g., Ryle 1949)as opposed to Descartes'sconviction
that there is res cogitansn the inside, i.e., the entity with mental states being only its modes.
Inasmuch as this strand was committed to behaviorism, it was inclined to empiricism as
well, albeit this was more of an implicit commitment.

The gentle pull towards the usage ofordinary languageandQui ne 6 s auvisg u me n
“-vis linguistic behavior that could be evaluated by fellow speakers contributed to creating
a favorable moment for a more radical attack on the internalism and descriptive theory of
reference.Philosophers who looked down on the ordinary language admitted that ordinary
language philosophers were right in pointing out that the ideal language project has
severed ties between linguistic meaning and reality too abruptly. There are many intricacies
and anomalies of natural language that are quite informative and interesting for developing
better formal tools for describing them. Thus, these authors aimed to reform natural
language by ascribing to it an equal level of importance and value as formal languages
(Burge 1992: 15)As opposed to Montagueds extensional
intensional. Kripke (1972), who devised intensional, modal logic as means to account for
modalities present in the natural language, offered a series of examples showing that
clusters of descriptions are neither sufficient nor necessary for a speaker or a community of
speakers to fix reference. His alternative, the causal theory of refelence, stipulated that the
reference is fixed by the initial act of baptism, and then via causal chains the meaning
spreads across generations, and in each generation, the speaker relies on others for
continual transmission and fixing of reference . During this process, reference may end up
distorted or change, and allowing this within a theory of reference shows the significant
maturity of philosophy of language to deal the with language quaboth synchronic and
diachronic phenomenon. Putnam (1975)further emphasized the cognitive division of labor,
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i.e., deferring to experts for reference fixing, and with it social and environmental factors as

decisive for determining the meaning of singular terms, most notably natural kind terms.

His motto i Cut the pie anyway you wantneaningjust a i n 6 t fiisnusudlle takén as
constitutive for externalism, the position that emphasizes the importance of external factors

for determining the meaning instead of mental repertoire of speakers that figured in
internalism. Semantic content, according to externalists, isi ndi vi duated i n ter
relation to community and physical environment (Burge 1992: 25). Externalists may be
characterized like empiricists on a long stick, especially if one adjoins the additional
commitment to the nature of language acquisition device by connecting it to community

and physical environment. However, as in the case of internalism, the position was silent

about the origins and different from historical empiricism .

What happened with philosophy of language after the 1970s? Furthermore, whither
the empiricist vs. rationalist debate in the 20t century ? As Burge (1992)nicely describes in
his largely first -hand overview of the history of philosophy of language and mind , the
demise of the philosophy of language qua prima philosophidegan with its increased
specialization which suggested that the discipline exhausted its promise in successful
dealing with traditional philosophical prob lems despite the empirical boost in the form of
behaviorism. Thus, philosophers of language turned to fine -grained analysis of usage and
shifted towards specific pragmatic phenomena, or indexicals, which overwhelmingly
remained in the Fregean framework, suck between being a peculiar anomaly of natural
language and the challenge for the lurking ideal lan guage project that remained a pipe
dream (although cf. Sect.4.3., where | mention one of the few accounts of indexicals that
were not orthodox). Virtually nothing could have stopped the renaissance of nativism
embodied in Chomskyodés TGG, whi,gventhatbehaviolismbe t a
was also ostracized. On the other hand, with the genesis of cognitive science in 1978, the
attention naturally shifted to the philosophy of mind , and the positions of internalism and
externalism gained new connotation, which | will be presenting in Sect. 2.2 that is coming
down the pike. This shift and intrigues surrounding it when it comes to linguistic
competencewill be the main topic of the next Ch. As for the rationalist vs. empiricist debate,
it seems thatwhat was a historical a priori debate, with relatively clear frontlines, became a
chaotic fire at will in the 20 th-century philosophy of language , with scattered theoretical
commitments across the polarities internalism/descriptive theory of referenc e and
externalism/causal theory of references.12 The confusio linguarunprogressed into intra and
interdisciplinary confusion about linguistic competence quatheoretical entity in years to
come.

12 Truth be told, this is more of a continuum given that philosophers, as is tradition, lumped together some of
the positions to form hybrid theories of reference. However, for simplicity sake, allow me to depict the
situation like this.
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2. RATIONALIST AND EMPIRICIST ASSUMPTIONS IN
COGNITIVE SCIENCE AND LINGUISTICS

We know too little about mental structures to advance
dogmatic claims.

fi Noam Chomsky (1980: 49)

2.1.The Renaissanceof Rationalism, pt. 1: Transformational -Generative Grammar

The historical debate between rationalists and empiricists was construed around a
priori beliefs, such as mathematical and logical truths, or anything related to God. The
psychological question (What are the origins of these beliefs exartly@s ancillary to the
epistemological question (What are the means for justifying these beligfa®ich was, in turn,
answered with 0t hey are i mplanted in our nhad] dester by a
things to do than spend time splicing beliefs into psyches at the appropriate experiential
moment . . . 6 ( CoThuselingdis®icd c@pabiliy 7ay means for expressing those
beliefs was in the middle of the debate during the early modern period: the rationalist camp
considered it as the most precious gift from benevolent God which makes us unique, while
the empiricist camp sought to provide a sensory-based image of this capability that
incorporates mundane communicative situations. The 20h-century philosophy of language
divided linguistic capability into two inter -related acts, namely act of referring and act of
understanding the meaning. Different accounts of meaning and reference fluctuated
around the primacy of natural language over formal language or vice versaextensional over
intensional approaches, as well as around the argumentation about whether internal or
external factors fix the reference.

Rationalist echoes were traceable in internalism, given that both positions were
searching for ideal language that would mirror the structure of thought and avoid
imperfections of natural language, albeit with a significant difference that lies in the fact
that internalism was silent about the innateness. Empiricist echoes were traceable in
externalism, given that these philosophers found merit in the otherwise notorious natural
language: its imperfections are less of an issue if one takes into account comnunal or
environmental context. However, as discussions in the philosophy of language got
entangled, the implicit commitments became messier. Quine, at the same time an offspring
of logical positivists and Fregean extensional approach, endorsed behaviorism as
psychological theory in which he embedded his philosophy of language, which, in turn , led
him to empiricism. Hence, it was believed that some meek form of empiricism was the
mainstream in the 1970s given the efforts of Quine and the proponents of causal theory of
reference, so Noam Chomskyod6s treat ment -peVolulomorguage
even renaissanceto philosophers given his allegiance to rationalism and nativism (Hook
1969: x). In this Ch., | turn to the intertwined intellectual histories of linguistics and
cognitive science. Here, | am more inclined to tracing chronology and linear order per Sect.
in comparison to the previous Ch. Curiously, this strategy will allow me to pinpoint almost
always neglected corners of cognitive science and cognitive neuroscience, which could
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radically shift our perspective on both rationalism and empiricism professed within these
scientific disciplines in the 20t century.

Be it as it may, from the 1950s, with its peak in the 1970s, nativismconcerning
linguistic competence was back on the table for the first time after three centuries. On the
one hand, Chomsky considered himself to be doing work that has not much to do with
philosophy of language except for putting kibosh on behaviorism (in 1959), which directly
affectedmost of Qui neds (see Ghomskynld69)Hia area ofsgdedialization
was syntax, whereas philosophers of language were oriented towards semantics. On the
other hand, Chomsky cared a great deal to provide a pedigree for his own work in
linguistics, w hich, curiously, made him turn to the dignified past of philosophy , specifically
Cartesian legacy, rather than linguistics. As | was showing in Sect. 1.1. & 1.2, this modus
operandiwas far from being flawless given that one can trace Cartesian ideas much earlier
and in a more complex format than Chomsky cared to present. In what follows, | tackle
upon linguistic roots of TGG, as well as broader theoretical, and most notably philosophical
context in which the development of various versions of TGG unfolded during the 20t
century.

American linguistics was largely independent from and unaware of the philosophy
of |l anguage, but equally smitten with lvahavi o
one of the key figures of structuralism . The structuralist like Harris held that the main job
of linguistics is descriptive: by employing a n axiomatic discovery procedure, linguists
should discover compact, simple constituents of all possible structures within a corpus that
contains functional units at phonetic, morphological, lexical, and syntactic level, i.e.,
phonemes, morphemes, words, phrases, and sentencegSeuren 1998: 214)interestingly,
however, structuralists also believed that th
should be defined with respect to their ob servable features such as sequence of sounds,
which puts them in the behaviorist camp. Thus, in their view, linguists should only
catalogize regularities in a corpus and steer clear from assuming any corresponding but
unobservable mental catalogue to natural language .13

Harrisds axiomatic discovery pr octaitblazere, pi
for Chomskyds for mal a pakes milesc énvisagédhas axpmspfare d ur e
predicting the constituen ts of sentences in acorpus from which deductive system was being
built , and this systemthen leadsto the first set of theorems about relations between sentence

BQuine was most pr obabl yMethadgiuStrictural &idguisticssinke Hdrasrhere hénfied

at an issue for which Quinef6s stimulus analyticity cc
linguists, working on the same material, to set up different phonemic and morphemic elements [...] The only

result of such differences will be a correlative difference in the final statement as to what the utterances consist

of 6(1951: 2) . Thus, Harris basically c¢laimed that fun
linguists see fit. However, as we have seenin fn. 11, when doing actual fieldwork, i.e., when the corpus is not
known in advance, but rather under construction, Il ing
evidence. Thus, stimulus analyticity is needed for fixing at least some parts of the corpus w hich would serve
as reference points. I nterestingly, Chomskyod6s criticic

criticism of his advisor who was also fond of behaviorism. Rather, as | will be showing in the next paragraphs,
Choms ky 6 s otHairigd wag ditleenmisconstrued or pointlessly exaggerated, but never included any
mention of behaviorism.
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constituents, as well as to the second set of theorems whid indicate the type of structures

presentin a corpus (Harris 1951: 372). Hatrris is in fact, preoccupied with the mathematical
description of surface structure, and still does not refer in any way to deep structure, that

Chomsky introduced. Be itasitmay, Seur en not es t himnuclegtheconeeptwe h a
of generative grammar [...] Note that we do not have any notion of transformational

grammar yet [...] But we will not have to waitlong... 6 ( 1998: 228) .

Harrisds main contributi on tfdfdaRirst, ihenghiftsu e nc e
perspective from individual sentences to the totality of sentences in corpus. Second, he
looks for the best generative rule system. Unf ortunately, Harrisodos
impractical since it presupposed that linguists would first analyze sounds to make a
phoneme inventory, then proceed to morphemes, and continue all the way to sentential
level. Some six years later, nonetheless,Zellig Harris discovered transformation from
0 hor i z o, suafdc® structures as analyzed in his 1951 book, ta@vertical 6 generative
operations (Seuren 1998: 238)Vertical operations allowed for ordering of the previously
analyzed structures. As Seuren (1998: 239, fn. 20241, fn. 23 argues, Chomsky largely
ignored Harrisods t ur n ortpesestad dhsir viewsas psttedoaganstt i o n s
each other because he considered Harris to be instrumentalist rather than realist about
structures, whereas Harris considered their views as offering complementary tools for
advancing linguistics. Seuren alsostressesChoms kyds tendency to pre
linguistics as unprecedent, solitary and entrenchedd i n a mudistant and dignified
past [,] for which he did not develop interest until the early 1960s, and then only in so far
as it could ibmi zes@dhit® @we(@IP& 250,fns26)of Vvi ew

In 1957, Chomsky published Syntactic Structures where he gave a more precise
account of transformational rules and integrated it into generative grammar, thereby
paving the way for TGG as the new post-structural paradigm in linguistics .14 This core is
not going to change despite other alterations of the TGG framework in years to come. The
core amounts to three ordered sets of rules: formation rules that generate deep underlying
syntactic structure, transformation rules that generate surfacesyntactic structure, as well as
phonological, morphophonemic, and purely morphological rules that generate
phonological and morphophonologic al representations. Somewhat counterintuitively ,

4Caveat Throughout the dissertati on -KHuhniarssensd. lham mareeincimedé par ad
to consider TGG, connectionism, and traditional symbolic science as research programs in the Lakatosian

sense. The first reason behind this terminologicald e ci si on i s that TGG is far from
scienced despite the efforts of Chomsky and his foll ow
framework of TGG has been frequently changed and tweaked (ipsofacta t i s rat her progressi

(1978) terms) and alternatives are being envisaged from the very beginning, such as generative semantics and

cognitive linguistics, which | mention (and wholeheartedly endorse) in Sect. 2.2. and Ch. 4, respectively.
Connectionism, being inherently future -biased (see Sect3.1), would be at best seen as immature science in
Kuhnian framework, despite being actively used as alte
the past 40 years &t least do see Sect2.3). Besides, neither symbolic cognitive scientists nor connectionists

thought these were incommensurable approaches with respect to their terminology, since the former camp

considered the models of the latter camp as mere implementations of symbolic architectures albeit with a

bi ol ogi cal flavor. Lakatosds account of active compar.i
better fit here.
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though, Chomsky seldom delved into descriptive and grammatical analysis of English

corpus as Harris did. One reason for this is that, unlike typical structuralists, h e put forward

the view of grammar quadevice that can generate infinite number of sentences,i.e., even

those outside any known corpus, through the finite set of sentences which areevaluated as

well -formed by speakers of a given language Thus, what matters is formal procedure and

the core of TGG rather than mere cataloging of natural language utterances. The other
reasonpr obabl y has something to do with Chomsk
guestions in linguistics, which made him more of a metalinguist than linguist (Seuren 1998:

252-255. For instance, with the advent of TGG, he introduced moderate realism in
linguistics that soon became mainstream thanks to the genesis of cognitive science.
Moderate realism in linguistics assumed that linguistic theories should approximate

cognitive machinery in humans, i.e., any hypothesis about linguistic competence and
language processing must be formulated with respectto speakersd cogni ti ve ar ch

Specific assumptions about human cognitive machinery embodied in the idea of
innate linguistic competence led Chomsky to crusade against behaviorism. The world saw
yet another book in 1957t hat mar ked t he r ecent VehbalBdtavary , ne
that had the mission to reinforce behaviorism quadominant experi mental and theoretical
framework in psychology. The c¢rux of Chomskyodés (1959) arg
review of Skinnerdés book is that | angatgae, bei
we are able to produce sentenceabout things we never heard about or seen, must be
determined to some extent by an internalized grammar which constrains the space of all
possible sentences.Skinner (1957: 107108), on the other hand, held that children learn
language via reinforcement contingencies that are controlled by verbal community :
children are either punished for not replying to specific stimuli or rewarded, a nd in this
way, their control of stimuli is actively being sharpened by behavior modification. The goal
is to become an effective speaker as well as listener, given that children become initiated
into verbal community by I|listening to 3Sheunds
older they get; the verbal context becomes more important for developing verbal
competence since some features of stimuli are more salient than others and influence
generalization in children (see Skinner 1957331-334). As | will be discussing in Sect.2.3.
and Ch. 3, the functioning of ANNs could be reminiscent of some Skinnerian points,
although they should not be equated with behaviorism tout court Chomsky was not trying
to refute Skinner premise by premise but en masse

0The fact t h ehildreradcduire ressentially| comparable grammars of great
complexity with remarkable rapidity suggests that human beings are somehow specially designed
t o do(1959:i5%)6

Virtually the same conclusion was reached after his brief exchange with Quine: Thus began
the new era of TGG as per commitment to moderate realism and anti-behaviorism: once the
formal syntactic structures were spelled out, the corresponding cog nitive machinery had to

be found, and we already know what we are looking for fi something that makes us special
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Moderate realism in linguistics is always accompanied by further commitments such
as commitment related to the nature of data that are relevant for hypothesis testing.1> As
opposed to data in terms of physical sounds that Zellig Harris favored, Chomsky was
focused on the idealized data about grammaticality, or well -formedness of sentences of
oneds mot hHerexplhimedthat @ Li ngui stic theory is conce
ideal speaker-listener (¢ ) who (é ) is unaffected by such grammatically irrelevant
conditions as memory limitations, distractions, shifts of attention and interest, and errors
(random or characteristic) in applying his knowledge of this language in actual
per f or niB6&5c3d)0Thus, in his next book, Aspects of the Theory of Synfahomsky
made explicit his distinction between competence and performance that | will be eager to
discard in Ch. 4: the ideal knowledge of grammar is linguistic competence sensu stricto
whereas the actual use of the language is a matter of less relevant linguistic performance.
Linguistic theory should abstract away from performance issues altogether and dedicate
efforts to unraveling linguistic competence, i.e., innate rules that allow native speakers to
differentiate between well - and ill -formed sentencesor grammatical and ungrammatical
ones. There are no grades of grammaticality, as if rules bring with them exclusive
disjunction. The rules are usually subsumed under the much more popularterm 0 uni ver s all
grammar 0.

The Poverty of stimulus argumentvas the main argument for universal grammar,
presented in a rudimentary form in Chomsky (1965 58) but sharpened throughout the
1970s and, curiously, still is the MVP of TGG .16 Although there have been numerous
formulations of the argument in the literature so far, allow me to present my own that
strives to avoid technicalities:

(1) A child in virtue of being a teeny-tiny scientist who acquires a language via
hypothesis testing does so thanks to its tacit knowledge of grammar or linguistic
competence.

(2) Given that a child is faced with low -quality and scanty primary linguistic data, it
seems unlikely that the child could become competent in syntactic structures as
efficiently as it actually does.

(3) Therefore, the child who acquires a language must know a lot about language in
advance (from 1 & 2.

15 NB: Moderate realism in linguistics aligned well with representational realism in the traditional symbolic
cognitive science thereby constituting a unified front against any alternative that would dare to cast doubt on
realism quametatheoretical position or commitment. As | will be showing in Sect. 2.3, this is one of the reasons
why shallow connectionism could not throw the baby out with bathwater, i.e., argue against rule -based in
favor of the pattern -based cognition andendorse instrumentalism about representations.

16 | owe the reader an important caveathere: due to limited space, | will not be discussing the Poverty of
stimulus argument at great length with respect to its empirical inadequacy that has been piling over the years
since this would merit a paper or dissertation on its own. The empirical evid ence against this argument was
cited and thoroughly discussed with respect to its philosophical and cognitive significance in, e.g., Elman et
al. (1996), Cowie (1999), Clark & Lappin (2011), and Dabrowska (2015). All these authors primarily attack
nativism on the grounds that it is not supported by the poverty of stimulus argument given that neither
premises nor conclusion were validated. My attack on the argument is to be found in Sect. 4.2.
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(4) Having tacit knowledge of grammar , being endowed with linguistic competence, or
knowing a lot about language in advance is compatible with nativism, the view that
some domains of knowledge are innate (from 1-3).

(5) Therefore, a child has an innate linguistic competence from 1.5).

Thus, premises (1), (2), and (3) identify a gap between competence and performance, and
Chomsky thought this gap would be sufficient to establish that no general learning
mechanism put forward by an empiricist could account for this gap, hence (5) would
naturally follow . However, this is a most uncommitting form of the Poverty of stimulus
argument given that it is silent about the exact mechanism that links nativism to having
tacit knowledge of grammar, i.e., it is unclear in what sense some domains are innate and
why one label linguistic competence as such.Post1965 formulations of the argument were
under a quite surprising influence of the philosopher from the different camp, namely
Putnam (1967).

Putnam purported to show that one could accept the Poverty of stimulus argument
without committing to nativism as in (4) since there is nothing special in language qua
domain of knowledge unless Chomsky first offers solid reasons for (4). Domain-general
multipurpose learning mechanisms could govern language acquisition in children that had
been proven in other domains: any organism will rely on recursive mechanisms to make
sense of its experience with environment in form of the patterns and strive to choose the
most simple and informative patterns. Thus, for instance, linguistic universals are to be
preferred over complex grammars that lack them, and it is unclear why such universals
would constitute evidence for domain -specific grammar. Nonetheless, what is crystal clear
is that the argument amounts to a posteriorpremises and conclusion,as shown above,which
further means that these arede factempirical hypotheses, and indeed, Chomsky offers no
empirical data to back up (4) (see Cowie 1999: Ch. 8)Note that no amount of dignified
philosophical | egacy coul d back wup this ar g professed
in Cartesian Linguistics(1966), becausethe historical schism between rationalism and
empiricism was aprioristic. Rat her , one could say that
argumentative strategy, are theoretical and have remained so, whereas it is up to his
followe rs to scrap the empirical evidence. From the 1970s, the efforts of TGG turned to
finding universals, universal constraints, or principles that would be constitutive of the
univer sal grammar conceived as a domainspecific module governing language learning
and shared among all (and only) humans. The Adamic language thus got its cognitive
extension in the form of linguistic competence © Chamsky.

The most promising line of inquiry that could have made of universal grammar an

des|

Cho

empirical hypothesis par excellenceewas pr es ent e d PringipleCandRmmétersd s

(1980). There, he argued that principles are fixed, whereas parameters can be switched on
or off depending on the particular natural language . Ab initio, all parameters are switched
off, and this amounts to the initial state of universal grammar. As child begins his
inauguration into community, primary linguistic data affect only some param eters,like, for
instance, pluralia tantum parameter for Serbian language, whereassuch parameter is in the
off position for the speakers of Vietnamese, Japanese, or KoreanHowever, this program
was found to be implausible on evolutionary grounds given that it would be highly unlikely
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that grammar of such complexity could have emerged as early as archaeologial evidence
suggests (Terzian 2021: 3)In one of the latest versions of universal grammar, embedded in
the so-called Minimalist program Chomsky is explicit about his general programmatic
hypothesis about looking for that one abstract languagein the world i akin to the Adamic
languagefi that could further be parametrized to obtain variations that we see as
multifarious natural languages . But this is merely a mirage. In his words :

o[a] narrow conjecture is that there is no such variation: beyond [phonetic form] options and
lexical arbitrariness (which | henceforth ignore), variation is limited to nonsubstantive parts of the
lexicon and general properties of lexical items. If so, there is only onecomputational system and one
l exicon, apart from t H1995/2015:1055tneycemphasigd of varietyo

In the most recent book, with an emblematic title Why Only Us (2016), Chomsky turned to
evolutionary arguments in favor of the uniqueness of human linguistic capabilities instead
of producing manifestos every ten years.?

Nonetheless, Pieter Seuren, an eminent linguist with a disdain toward Ch oms ky 0 s
ideological manifestos that are scarcely entrenched in empirical evidence and actively
immunized against falsification by his followers on the grounds that counterexamples or
negative evidence are peripheral and contaminated by performance factors, gives the
following assessment of TGG tradition:

0The ideological urge to provide backing for whatever unifying principle that was being
considered at any given time often has led to a selective presentation of data and far-fetched
explanations for unsupportive facts that could not be ignored... There is, moreover, a distinct
tendency among Chomskyans to suggest that they have a special, privileged access to the mysteries
of language,ah ot | i ne to hea(@%98:283384).t o speak. .. 0

As | will be arguing in Sect. 3.1.and 3.2, not much has changed in the 2¥t century among
rationalists in cognitive science or Al researchwho ground their position in the Chomskyan
nativism when it comes to computational models of NLP. The rhetoric of linguistic
competence being unique domain which cannot conform to any other hypothesis about
cognitive architecture except symbolic reinforces the line of argumentation that any
computational model designed in non-symbolic paradigm, regardless of its successful
performance on NLP tasks, is doomed from the very start. Alas, for some, the hot line to
heaven seems to bealways on hold.

17 return to Chomskyds rdewherenltadvancerseveral frguteants against them &sh .
well as against the core of TGGi namely, the idea of rule-governed linguistic competence and the competence
vs. performance distinction. A separate line of criticism can be put forward against his account of the evolution
of linguistic competence as in Chomsky & Berwick (2016
e.g., Martins & Boeckx (2019) for a solid line of criticism.
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2.2.The Renaissanceof Ratio nalism, pt. 2: Representational Theory of Mind and
Traditional Symbolic Cognitive Science

With the demise of behaviorism and the growing myop ia of philosophers of
language, linguistics was regarded almost as identical to TGG. However, TGG was focused
on syntax and its relation to lexicon becauseChomsky thought that any discussion of word
and sentencemeaning should be quarantined to philosophy so that a sharp demarcaion
line could be drawn between scientific and non-scientific analysis of language. Moreover, a
stronger argument was being advanced by Chomsky that syntax should be regarded as
cognitively autonomous. Nonetheless, Generative Semantics was introduced by, inter alig,
George Lakoff, Jerry Fodor, Paul Postal, James McCawley,and Pieter Seuren.They were all
interested in deep structures and convinced that the level of abstractness present in
Chomsky (1965) was insufficient to account for subtle semantic differences on the surface
level, such as quantifier scopeor odd and seemingly meaningless sentences (Seuren 1998:
493). The shallow roots of the novel account of deep structures were removed as early as
the 1970s:some of the generative semanticists preferred Chomsky as a friend rather than
truth ( pace ancient philosophers), Chomsky and his followers were either way winning the
battle for funds and graduate students, the rest of generative sananticists were relatively
unfamiliar with the developments in logic which left them unable to make use of
formal i sms, and, Virtuosidgy | tHatyled toMlwe nnawygratien dos formal
semantics, or Montague grammar (Sect.1.3), stopped generative semanticists in their tracks
altogether (Seuren 1998: Subsect. 7.3.& 7.3.2). Put this way, the story sounds relatively
simple and not at all dramatic. However, history is rarely simple and without drama , even
in the case of scientific history.

The so-called Linguistics Warsover deep structures ensued in the late 1960s and
continued throughout 1970s and left a scar on linguistics asRandy Allen Harris recounts in
his recent history of linguistics (2021). The generative semanticists who stayed under
Ch oms k y 0 deliewed thgt semantics was still inferior to syntax in the sense that
meaning is derivative from syntactic structure. They soon became adherents of
Interpretative Semantics. Jerry Fodor was one of them. The renegade generative
semanticists, led by George Lakoff, were more radical and considered semantics equally

important asand independent from syntax. As Randy Al l en Harris nea
one end, generatve semanticists argued that language was one big schmoosh, with no place
at all for borders (é ) At the otherend, Choms ky ds c¢camp, the interpr

seemed to be boundary fetishists, redrawing their borders daily; one day, a piece of data
was syntactic, the next day morphological; one day it was semantic (é ) Each saw other side
as perverse, and each opened its guns on perverted (2021: 10).

Essentially, the dispute targeted competence vs. performance distinction.
Chomskyans and Chomsky held competence in high regard due to its syntactic purity and
cut off any semantic anomaly to performance section. George Lakoff and his comrades
regarded this division as ad hocand theoretically sterile, while the nature of language is
more patchy, messy and knows no artificial divisions into competence and performance.
Take, for i nstance, t he f anbyntastic ®taciuree(1987) f r o m
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oCol orl ess green ideas sleep furiouslybo.
syntactically well -formed, i.e., grammaticalsentence, albeit semantically meaningless and
unacceptable to speakers. For them, thisproved that syntactic and semantic processing
occur independently, and the job of TGG is confined to determining grammatical sentences
not acceptable ones.The allowed gloss over this treatment of such sentences amounted to
post-hoc semantic interpretation that took syntactic structure as input and meaning or lack
thereof as output. The generative semanticists, however,believed that such sentencesshow
to what extent Chomsky and interpretative semanticists miss something crucial about
language: the whole gamut of fine-grained levels of grammaticality and acceptability
influencing each other given that semantics pierces through syntax. Generative semanticists
lacked cognitive backup story which TGG aficionados had in the form of endorsed
nativism, but that changed in the 1980s when cognitive linguistics emerged on the
shoulders of cognitive science.

The Linguistic Wars preceded the Brain Wars but, curiously, revolved around the
same issueand argumentative lines, as Joe Pater argues on his blog titledbBrain Warsé. The
Brain Wars ensued after the conception of cognitive science and only deepened the dispute
over deep structure between Chomsky and Lakoff with a clear convergence towards
rationalist or empiricist position vis-"-vis origins of linguistic capacity . Soon enough, the
Brain Wars took a general form of representing a bloody feud between the two competing
research programs reflecting either rationalist or empiricist allegiance , namely symbolic
and connectionist approaches to human cognition. This boiled down to the Al Warsbetween
GOFAI and ANNs as preferred methodologies for modelling human cognition , which last
to this day, thus making Al Wars continuous with both Linguistic and Brain Wars. History
has a way of repeating itself, even in a few years' time span.The very topic of the rest of
this and the next Ch. will be the mesh of the Brain and Al Wars.

One of the veterans of the Linguistics Wars, Jerry Fodor continued his battle for
syntax-first-semantics-second credo coupled with nativism within cognitive science, a
burgeoning, promising new field that appeared in the late 1970s. The backbone of this new
scientific discipline was philosophy of mind, the new philosophical game in town that was
seen as worthy heir of philosophy of language, along with linguistics (Chomskyan),
psychology (now without the heavy burden of behaviorism) , computer science/Al res earch
(alive and kicking since Dartmouth conference in 1956}8, anthropology, and neuroscience.

18 Since the main topic of the dissertation is linguistic competence, | focus on the intertwined histories of
philosophy, linguistics, and cognitive science, which means that | omit details from the history of computer
science/Al research, albeit with a guil ty conscience. The decision to skim over this piece of intellectual history
was made due to the scope of the thesis, but | strive to mention some important figures and events either in
footnotes or in relation to cognitive science. In this spirit, it is wo rth mentioning Dartmouth workshop which
gathered all the pioneers of computer sciences and early Al, from John McCarthy, Marvin Minsky, Oliver
Selfridge, Claude Shannon, Allen Newell, Herbert Simon. During the couple of weeks, they discussed their
ideas in an open-minded manner, including whether to focus on deductive or inductive reasoning in
machines, digital or analog computation, expert systems or systems that learn. After Dartmouth workshop,
in September, another event took place at MIT, namely symposium of the Special Interest Group in
Information Theory, in which some of the Dartmouth experts also participated. Miller (2003: 142 -143), being
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Functionalism was put forward in philosophy of mind with the hope that this position will
be able to account for mental states in tune with psychology and computer science and
avoid the pitfalls of behaviorism.

Functionalists believed that a mental state M is inextricably linked to input, output,
and a network of M1, M2, M3, etc. In other words , mental states are defined through their
function in a wider system made of all the other mental states, stimuli which prompted it,
and behavior. Some of the versions of functionalism were analytic, i.e., conceptual and
disinterested in ramifications of the position for mind and brain sciences while the others,
such asmachine functionalism and psychofunctionalism, sought to clear and maintain the
metaphysical and conceptual ground for scientific inquiry (see Levin 2023 for a review).
The common denominator for all versions was the conviction that functionalism abstracts
away from physical realization of mental states, i.e., introduces multiple realizability o f the
mental. Creatures different from humans may be described as having mental states since
these can equally be realized inbiological bodies and, say,silicon, becauseidentification of
these states proceed with respect to their function. This made functionalism relevant for Al
research and, therefore, an ally to the Computational theory of mind (CTM). CTM is the
view that the mind is akin to a computational system du jourii this may be a Turing
machine, a digital computer, or whatever machine is popular at the moment andperforms
computations. CTM was at first intertwined with machine functionalism as proposed by
Putnam (1967), who emphasized functional isomorphism between states of stochastic
Turing machine and mental states. Operations of the machine are specified by explicit
instructions such as: If in t1, state S; receives input I, then in tz there is probability pthat S;
would go to S and result in output O2. Functional isomorphism, in fact, maps machine
states such asS; and S, onto mental states.Ergo, human mind is akin to computational mind,
such asstochastic Turing machine.

However, Block & Fodor (1972) put forward a n important criticism of machine
functionalism that will figure prominently in the rest of this dissertation only with a
different target. This criticism was based on the notions of productivity and systematicity
of thought human beings are capable of entertaining infinite number of thoughts based on
finite number of elements constituting such thoughts and having a capacity for entertaining
one complex thought entails entertaining other simpler or similar thoughts. Machine states,
on the other hand, are finite, unstructured and holistic, and thus lack the sensitivity of
structure that would allow for systematicity. In other words, this version of CTM that aligns
with functionalism was deemed not rich enough. A subtype of CTM, namely
Representational theory of mind (RTM), was envisaged as a theoretical skeleton for the idea
that mind is akin to digital computer, specifically its software. 1°0One of the main proponents

one of the speakers, witnessed the planting of the seeds of cognitive science during the second day of the
symposium when, among others, Newell & Simon presented their work in Al, David Hebb his neurological
theory of cell assemblies, and Noam Chomsky showed how information theory may be used for syntax
analysis.

19NB: RTM as a subtype of CTM can also be defined as richer, symbolic CTM. Connectionism, which | will
present in the next Sect., can also be considered as a representational and computational theory, albeit with
an utterly divergent connotation of both what i t means to compute or represent something.
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and pioneers of RTM was none other than Jerry Fodor. According to this theory, mental
statesand processes are intentionah they are about somethingnd, therefore, have semantic
content that can be evaluated with respect to its truth -conditions. Such semantic content
was dubbed o0 ment a.lMentakrppresestations antound to dhe objects of
propositional attitudes like beliefs, hopes, etc Thus, vehicles of semantic contentcarry the
content and, at leasti n F o @9%)Weatanschauunglanguage is a medium for mental
representations, much like Ockham envisaged the relation between language and thought.
Thought processes amount to the causal sequences of the tokening of mental
representations (Fodor 1987) Since thoughts occur in language, RTM, in fact, postulates
mental states that are computational in virtue of instantiating mental representations qua
symbols of thesocal | ed Language of Thought. Fodor ds |
(LOT) was the first of its kind after six long centuries and influenced by the interplay
between linguistics, philosophy of mind, psychology, and Al r esearch.

Note, however, thatin BI ock & Fodords (1972) pdampter , t
refer to language-bound properties such as productivity and systematicity but took them
as a tacit assumption.Only a couple of years later, Fodor started doing philosophy of mind
from the interpretati v ebysaetingavithttie prodsdivityswhiphoi nt o
is, as per Chomskyan framework, essential for language due to its intrinsic relation to
linguistic cre ativity (i.e., the possibility to make up sentences that were never written or
uttered given the infinitely many combinations one can make from finite number of
structures and rules). What made RTM superiort o Put namds machine st a
coupled with CTM was exactly its power to account for both productivity and systematicity
thanks to its secret ingredient LOT. Thus, RTM postulated simple and complex mental
representationsii simple ones may be only concepts such as TIBERIUSAGRARIAN
REFORM, ROMAN REPUBLIC, whereas complex ones are structure-sensitive like
TIBERIUS PROPOSED AGRARIAN REFORM INTHE ROMAN REPUBLIC .2Wi t h Fr e g e ¢
blessing, Fodor applies compositional semantics to mental representationsii complex
representations are function s of the structure and content of its simpler constituents. With
these clarifications of Fodords RTM i pletwi nd (
see how RTM handles productivity and systematicity. A finite set of simple thoughts can
easily be combined to produce infinitely many complex thoughts, maybe even those that
were never entertained so far (I will optimistically offer the following: PITY TIBERIUSDID
NOT PROPOE THE AGRARIAN REFORM IN DAGESTAN) . Furthermore, it is easy to
account for systematic relations between simple and complex thoughts alike due to
structure -sensitivity (a follow up on the earlier examplen P1 TY DAGESTAN MHASNOT
SOMEONE LIKE TIBERIUS TO PROPOSE THE AGRARIAN REFORM. Or i n Fodo
manner of speech

60 OK, so hereds the argument: Linguistic <capa
sentences have constituent structure. But cognitive capacities are systematid¢oo, and that must be

20 | use caps lock to convey the concept or thought in LOT and to distinguish them from a regular natural
language word or sentence.
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because ofthoughts. But if thoughts have constituent structure, then LOT is true. Sol win and Aunty
| oses. (GIBG:IEY! 6

As a true disciple of Chomsky, Fodor (1975)was a believer in nativismfi all simple
lexical concepts, which are building blocks of mental representations, should be construed
as innate in the LOT framework, whereas complex ones may be acquired (although cf. his
2008 book) I n ot her words, Fodor only transferre
convictions to the domain of semantics, even in the case of assumptions about the origins
of cognitive mechanisms behind semantics2! However, although Chomsky looked for
rationalist legacy in early modern philosophy, it is much more difficult to locate Fodor 6 s
philosophical legacy. This is mostly because RTM muddied the waters of different
philosophical positions with respect to mind and language. That is, one could believe that
the way to individuate semantic content is through either internal or external factors , i.e.,
factors pertaining t o oneds own niimfgr itnesi one
environment and community. Tyler Burge (1979, 1992 introduced the distinction
individualism vs. anti -individualism to pinpoint this difference by ext endi ng Pu
externalism about linguistic meaning to p ropositional attitudes. Thus, it is quite
uncontroversial to be internalist and individualist in this regardi Fodor emphasized
structure-sensitivity of semantic content, whi ch i s intrinsic (tTo one
However, in his 1987 book, Fodor contended that semantic content has to be causally
dependent on the outer world as well, thereby cleaving closer to externalism and anti-
individualism rather than internalism about semantic content.

RTM and LOT were seen as coextensive to the practice otognitive science from the
1970s and hence abductively true: these were the best tools we had for shedding light on
the inner cognitive machinery that finally came under scrutiny after human mind , i.e., the
black box of behaviorism, had been opened up. All the key components of traditional
symbol i c science wer e al r efataking tiper neinel ewdigital i n Fo
computer metaphor at face value, endorsing LOT and RTM, professing allegiance to
nativism, considering TGG as the mainspring of the succesdul treatment of higher cognitive
processes that goes to show our unique place in the nature.

As George Miller, a psychologist who stood at the forefront of the new
interdisciplinary scientific field, recounts, the first step towards unified mind science were
made at three universities in the USAf Harvard, Carnegie Mellon, and the University of
California in San Diegoi during the 1970s. However, Miller sees 1978 as the official

21 This association, although almost never explicitly stated, guides also the work of contemporary
philosophers of linguistics who have a penchant for LOT. Thus, for instance, Gabe Dupre (2020) combines

LOT and TGG to show how internal language (I -languagein Choms ky &8s ter mi nol ogy, w
linguistic competence) is much like LOT in the sense that it deviates from external language (E-language in
Chomskyds terminology, which amounts to |inguistic per

language and thought in the case of ungrammatical but acceptable linguistic expressions, one would be better
off with showing how such expressions generate deficient structures and ill -formed thoughts. Thus for Dupre,
the language of thought in LOT is natu ral language as understood and examined in TGG. | go in completely
opposite direction in Ch. 4, and argue in favor of decoupling thought from language by mounting a case for
connectionism.
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birthdate of cognitive science when Alfred P. Sloan Foundation provided a number of
universities with grants for establishing programs and centers that would be dedicated to
cognitiv e science. Cognitive science is constituted by six fields (thus, often represented as
the multi disciplinary hexagon, see below), namely philosophy, linguistics,
psychology, computer science/Al, neuroscience, and anthropology , as well astheir mutual
cross-pollination , which was in the ether and unofficially practiced from the 1950s Miller
2003: 142.22 At its core, cognitive science treated mind as software, brain as hardware,
functionalism as a means to make sense of this relation between mind/brain and digital
computer, and language as thepinnacle of human rational thought whose mechanisms are
best conceived as innate and isolated from the rest of basic cognitive machinery, body, or
environment i which was really a stark contrast to cultural evolution that anthropology
insists on for all the other cultural tools. The first interdisciplinary field that emerged as a
direct result from the Sloan Foundation grant was cognitive neuroscience at the Cornell
Medical School, which relates theoretical foundations of cognitive science with
neurobiological evidence and computational modelling as preferred methodolo gy. As | will
be showing in Ch. 3, contemporary connectionism has further blurred the line be tween
cognitive science, neuroscience,and cognitive neuroscience, often levitating between the
three fields.

Philosophy
Psychology Linguistics
ot
Neuroscience
The early cognitive science was | ater du
sciencebod due to Its t heor et i c g lwhicla oodstitubeeat h o d o

22 The links between fields give rise to various subdisciplines. In the 1970s, there were five of them, as
represented in , but it is safe to say that nowadays all 15 links have been forged, at least on the micro
|l evel, i .e., level of the publications of individual sc
et al. (2019) point out, although the links have been forged, cognitive science did not manage to emerge as a
cohesive, mature scientific field with integrated theories and unifying methodology. Moreover, their
bibliometric and institutional indicators suggest that interdisciplinarity on this macro -level has never been
established, but rather cognitive psychology basically devours all the other fields and curricula are
surprisingly myopic in this regard as well.
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particular strand (or epoch) in cognitive science. As Rogers & McClelland (2014)
summarize, cognitive science may be defined as the effort to answer three questions:

(i) What kinds of processes support the complex behavior of intelligent systems
(i) What kinds ofmentalrepresentations do such processes operate on

(il ) What is theorigin of such processes and representations, i.e., are they innate or
learnable through experierice

Traditional symbolic cognitive science, which both incorporated and was influenced by
TGG, provide d the following answers to these three questions:

(is) Cognitive processes are like digital computer progfiathey resemble ordered lists of
explicit or implicit rules; and they are sequential, which means that each process follows
domainspecific rules and that each process waits for its predecessalistothatthe
appropriate outputould be computed

(il s) Representations are discrete and symbolic. They have syntaompdsitional

semantics, which means that structurally molecular representations have syntactic
constituents that are themselves either structurally molecular or atomic and that the
semantic content of a molecular representation is a function of the semantic contents of its
syntactic constituents;

(il s) Mechanismaunderlying cognitive processese best understood @amate since the
number of possible ordered lists of rules is virtually unbounded, so the initial constraints
must be prespecified rather than learned

All three claims (is)-(iii s) can be seen agjeneralized assumptions of TGG to the cognition
as a wholefl recall that Chomsky also saw universal grammar asthe innate rule-governed
syntactic device. And as | was showing in this Subsect., Fodor virtually mapped TGG onto
his treatment of semantics. Also, note that (ii s) is basically the essence ofF o d oltOd,s
allowing thus symbolic cognitive architecture to account for productivity and systematicity
of thought because the thought resembleslanguage. Moreover, symbolic cognitive science
is confined to the personal level of psychological explanation of cognitive phenomena, and,
thus, committed to the realism about propositional attitudes. This means that beliefs,
desires, etc., as conceived and used ircommon senseor folk psychology, i.e., to describe
and understand the behavior of others, have their scientific implementation within
symbolic cognitive science quaposits of folk psychology .

This further imp lies that the semantic contentis to be found at the personal level in
symbolic cognitive science: content has conceptual and syntactic structure as presumed by
LOT and humans are attributed with intentionality on the basis of taking propositional
attitudes seriously within symbolic paradigm. Now, recall, semantic content can be either
individualist/internalist or anti  -individualist/externalist  (world -involving, if you like) , so
the labeling of the proponents of symbolic cognitive science is trickier than the labeling of
generativists who are self-proclaimed rationalists. Furthermore, being committed to either
internalism or externalism with respect to content is not the same thing as being either
internalist or externalist about particular vehicles of conten t, which are subpersonal events
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or properties relevant for psychological explanation of cognitive phenomena (see Dennet
1991). Being a vehicle internalist amounts to turning to the internal physiological or
neurological events, while vehicle externalist would rather draw on the external relations
between an organism and its body or environment (Hurley 1998: 3). Radical vehicle
externalist would regard either body or environmental factors a s being constitutive of
mental states/cognitive processes thereby extending their realization outside of the skull
and biological boundaries of humans (e.g., as in Clark & Chalmers 1998). Symbolic
cognitive science is rationalist in spirit inasmuch one sticks to claim (iii) , i.e., that cognitive
mechanisms are innate and domain-specific, and the disembodied view of cognitive
processes,i.e., internalism about vehicles of content, but its philosophical underpinnings
with respect to semantic content significantly muddy the waters vis-"-vis nature of cognitive
processessince one can coherently adopt internalism about vehicles but externalism about
content.

Finally, let me introduce computational modeling of natural language processing
within traditional symbolic cognitive science . Both symbolic and connectionist cognitive
science, which will be the topic of the next Sect. (and the rest of the dissertation for that
matter), have the ambition to offer a computational modeling methodology and a
hypothesis about the cognitive architecture within the human mind. This can be
reformulated as the search for adequate computational architecture that will explain and
simulate our cognitive architecture faithfully enough. Finding the right cognitive
architecture would, in turn, help us identify the essential properties of linguistic
competence that makes us unique.Both strands consider their methodology and the view
of cognitive architecture as the only true account of human cognition, so the stakes are quite
high. Sofar, | have been describing what constitutes symbolic cognitive architecture, and
this straightforwardly maps onto the modeling methodology , which is implicitly suggested
inclam ().i . e., that cognitive processesTradigosat mbl e
symbolic cognitive science was seduced by GoodOld-Fashioned-Artificial -Intelligence
(GOFAI) that roamed around the corners of computer science and cybernetics departments
during the 1970s as the orly game in town. The GOFAI was seen asthe mimicry of human
deductive capabilities and the realization of wildest dreams of all the philosophers and
logicians who preferred formal language and logic over natural language and mundane
inductive reasoning. Unsurprisingly, the GOFAI modeled geometry, spatial reasoning,
algebra and deduction so well that it was thought to capture the very quintessence of
human intelligence along the rationalist lines because it made use of hardwired, manually
specified rules to manipulate symbols (Newell & Simon 1961). This was eerily similar to the
rationalist account of innate knowledge which giverisetoGodds bl essings suct
and mathematical and logical truths (see Haugeland 1985: Ch. 1)

Theoretical and technological advances in GOFAI in the 1970s allowed for
computational m odels of natural language processing that basically were extensions of the
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earlier models concerned with formal languages, logical and spatial reasoning.23
Wi nogr ad2) smmodg] SFORDLU was able to converse in natural language about
rearranging blocks on the table since it was fed in advance with a detailed script of
instructions, albeit this constituted too much of a narrow and artificially created domain to
be considered a genuine contribution to the cognitive analysis of NLP. Soon enough,
parsing models that aimed to entrench TGG in computational framework overflowed
cognitive science and psychology. These models purported to simulate the succession of
transformations from surface to deep structures in the tree-like hierarchical structure but
ran into difficulties when contrasted with data from psycholinguistic studies of human
syntax processing (Christiansen & Chater 2008: 80 and references therein). Further
development of expert systems, i.e., symbolic models that were designed for problem -
solving based on larger but narrow body of knowledge, most notably expert knowledge,
and explicit instructions in the forms of rules, allowed for a full -blooded generativist
treatment of language processing. Dissected from all other general and/or sensory
processes parsing procedure in a typical symbolic model maps input onto partial syntactic
structures per rules of the specified grammar and gives categorical output thereby
vindicating the idea that linguistic competence operates as finetuned selection device for
grammatical as opposed to ungrammatical sentences (Gibson 1998, cf.Christiansen &
Chater 2008: 479. Nonetheless, even these models were all too brittle andi despite the
noble (and historically long) idea of idealized linguistic competence that God, natural
selection, or innate mechanisms endowed us withii all to implausible with respect to actual ,
human NLP, full of noisy performance factors. The time was ripe for another revolution, or
better yetii a reform.

2.3.The New Wave of Empiricism : Connectionist Cognitive Science

Connectionism, or Parallel Distributed Processing (PDP) as initially dubbed, was the
underdog of cognitive science from the very start. Associated with virtually all
diametrically opposite positions, theoretical commitments, and methodology,
connectionism was a direct archnemesis to everything traditional symbolic cognitive
sciencestood for. Connectionism quacomputational modeling approach relied on ANNs
composed of units classified into at least threelayers, which learned from data in input to
produce the output with a higher probability thanks to the stored processing signal in
hidden units , and, therefore, to better account for data that were not part of the training set.
The training of an ANN proceed svia specific learning algorithm which impacts connections
between units in a given layer, and each unit has activation threshold. The strength or
intensity of these connections is called weight (Braddon-Mitchell & Jackson 2007: 220)By
adjusting weights, ANNs learn to produce the adequate output with respect to input. The
ANNSs described here were classical shallow feed forward ANNs (FNNs) in which every

23 These advances came at the expense of connectionist modeling given that all the funds were redistributed
to GOFAI thereby resulting in the first Al Winter according to the canonical view of the history of
connectionism. In the next Sect., | provide more details of this historical period in the Al research andfi spoiler
alertfi cast doubt on the canonical view.
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unit in a layer is connected to all units in the next layer, but units within a single layer do
not interact with each other. This means that there was no cycle of information flow in FNN.

Most histories and historical overviews see connectionism as the new wave of the
1980s (e.g., see Buckner & Garson 2019, Berkeley 201@hich rested on the pioneering work
of psychologist Frank Rosenblatt who introduced perceptrons fi first multilayered FNNs for
pattern recognition i that were destroyed by philippics in Minsky & Papert (1969) in favor
of GOFAI. This course of action brought the first Al Winter. However, this image of
connectionism is too simplified and inaccurate. My guess was that this canonical image
served connectionist well to represent the research program as revolutionary in the 1980s
in cognitive science. However, this would be mere rhetoric. ANNs quaengineering feat had
been around from the 1950s, i.e., almost as long as GOFALlthe first such model being Oliver
Sel f r Pathdpraahian{1958)24 This model was designed to account for image constancy
in a biologically plausible way by postulating independent feature or letter detectors that
are parallelly connected, amusingly named data demons, computation demons, and
cognitive demons. Current researchon letter perception is based onS e | f rsikey glead
that images of letters are detectable due to their component features that constitute
perception patterns, and t he models are even-kefoedrld sd t
(Grainger, Rey, & Dufau 2008).

From 1958to 1962, Frank Rosenblatt developed perceptronson the Mark | Perceptron
Machineat Cornell thanks to the funds of the Office for Naval Research becausesuch pattern
recognition software was seen as potentially useful for advancing geospatial intelligence on
the eve of Cuban Missil eAfCrarsi Bo 5 erekel adoétCdsn nwrmr
number of Al engineers continued to refine pattern classifications through the conception
of machi nes t h a suchoakNMilssonn(1965andllvakhrmenk® & Lapa (1965).
Moreover, the ground was made fertile for the birth of connectionist cognitive science
already in the 1960s, given that Rosenbl attds
psychologists wrote textbooks from the perspective of pattern-based cognition (see Neisser
1967). It is safe to notice thatconnectionism started as a mainstream option a decade before
the genesis of traditional symbolic cognitive science, but also crashed and burned quickly.
Interestingly, even though adversarial relationship between Rosenblatt and Al pioneer
Marvin Minsky is always mentioned in the literature, it is seldom known that Minsky
closely collaborated with Selfridge on Pandemoniumand the motor-driven potentiometer
inside Mark I, which encoded weights of photocells or units, was built seven years earlier
by none other than Minsky (Anderson & Rosenfeld 2000: 304), therefore sharpening the

24 The impressive pioneering work of McCulloch & Pitts (1943) is also often used as a starting point for
connectionism since the dynamic duo argued that neurons can be axiomatized as performing logical
operations, and thus recreated as artificial neurons. They went on to apply their results in neuroscience by
analyzing frog vision (see interview with Jeremy Lettvin in Anderson & Rosenfeld 2000: 1 -21). However,
strictly speaking, this is not a really accurate picture: despite being focused on neurons, thereby being
suggestive of ANNs, McCulloch & Pitts were inspired by Leibniz and in this rationalist spirit wanted to try
out the idea that a neuron can be formal, symbolic device, which makes them more aligned with traditional
symbolic science, or at best with implementational connectionism, i.e., connectionism that implements
symbolic cognitive architecture or LOT.
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image of connectionism as the institutional mainstream in both Al and mind sciences
during the 1950s and 1960s.

Anyhow, by the time Minsky co-authored a book with Papert (1969) on the
shortcomings of perceptrons, such as the inability of three-layered perceptrons to compute
exclusive disjunction if the units produce local representations, The Defense Advanced
Research Projets Agency (DARPA) habitually contacted academic researchers who could
provide them with technology that could buttress efforts of the US military to prevail in the
arms race with the USSR. Thus, Olazaran (1996) argues that Minsky & Papert's critism of
perceptron was fueled with self -interest and struggle to obtain funds for GOFAI rather than
waging the Al Wars for the sake of scientific truth, especially because major funding of
ANN -based Al halted in the 1970s. Nonetheless, after Lighthill Report (1973), which
brought about the first Al Winter in the United Kingdom due to its takeaway message that
most Al researchers just did not live up to their end of bargain since most models were mere
toy models with no real -world application, DARPA cut fundi ng for GOFAI as well.
However, given that GOFAI found its application in traditional symbolic cognitive science,
researchers continued to rake in the dough as opposed to ANN aficionados, now scattered
around departments for neuroscience, where they continued to work on learning
algorithms for ANNs. As one of the indications that work on ANNs had not been deterred
by the lack of funding in the 1970s was the development of the most influential learning
algorithm , namely backpropagation. Backpropagation is a key component in training
ANNs using gradient -based optimization algorithms like gradient descent. Gradient
descent works by iteratively adjusting the model's parameters in the direction of the
steepest descent of the loss functiorbecause the goal is to find the set of weights and biases
that result in the best performance of the model. The function here should be understood
as nonlinear.2> Backpropagation computes the gradient of the function so that the
net workoés parameters can be adjusted to mini
processing data. That is, the error is backpropagatedthrough the layers of the feed-forward
ANN . A form of this algorithm was first used in 1974 for training ANNs (Werbos 1974).
Werbos (1982) was also the first to describe a successful application of backpropagation for
efficiently training ANNs, although this did not turn many heads like Feldman & Ballard
(1982) did. As Robert Hecht-Nielsen, one of the San Diegebased connectionists,recalls in
his interview (Anderson & Rosenfeld 2000: 298-299), around 1982 he pitched ANNSs to
DARPA as being valuable tools for radar development. Only then did the so-called
connectionist revolution in cognitive science begin.

25The output of layers of units within ANN is computed by taking a weighted sum of unit inputs and passing

that sum through an activation function, which can be either linear or non -linear. If the activation function is

linear, then ANN is severely limited in its ability to capture any complex patterns. Nonetheless, the advent of
backpropagation allowed for avoiding this linearity by enabling the ANN to approximate nonlinear functions

because backpropagation computes gradients throughout the layers of non-linear activation functions.

Sigmoid activation function was the most used in connectionist modeling fi it maps the input values between

1 and O thereby facilitating binary classification. This type of non -linear function suffers from vanishing

gradient: it squ ashes the input to a small range, which, in turn, results in gradients becoming extremely small,

so the updates to the unitsd weights become negligible
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The ambition of connectionist modelers in cognitive science was to limit as much as
possible the manual specification of learning parameters and to let the ANN learn by itself.
A parameter is a variable that is automatically optimized during the training process and a
hyperparameter is a parameter that must be set before the training process, usually directly
by a modeler (see for examples). Hyperparameters are used for controlling the
learning procedure, i.e., the process of mapping independent to dependent variables.
However, modelers should carefully choose the number of parameters and
hyperparameters for fear that ANNs may be sullied by overfitting: when ANNs have large
number of parameters relative to the training data that is available to them, they tend to
overfit, i.e., to produce outputs that are too similar to data which hinders ANNs predictive
powers.

Parameters Hyperparameters
Number of weights, choice of activation
Weights function (e.g., sigmoid)
Choice of optimization algorithm (e.g.,
gradient descent)

Number of hidden layers

Inductive biases Learning rate, number of iterations or epochs

during training

The mission of minimizing parameters and rules made connectionism qua
hypothesis about cognitive architecture dedicated to proving that nativism is obsolete.
Thus, for instance, PARSNIP was a model mplementing a FNN that learn ed grammatical
structures from exposure to sentencespresent in corpus, and the modelers were quite
explicit in their intention to make PARSNIP as much as possible free from encoded syntactic
structures and rules governing the prediction of the next grammatical category (Hanson &
Kegl 1987: 1076 However, the main reason for giving up on PARSNIP was its inadequacy
regarding the plausibility of sentence processing: since FNNs had no means to account for
dynamics of processing, i.e., to incorporate time, PARSNIP did not accurately capture NLP.
In this regard, the connectionist strand was a rightful heir to British empiricism, concerned
with biological and psychological plausibility of cognitive processing . In other words, the
aim was to pinpoint sufficient and necessary physiological, neurological, and psychological
constraints on processing in order to support functi onal isomorphism between a model and
human mind/brain . As stated in the PDP Bible

0OThough the appeal of PDP models is definitely
and neural inspiration (...) ; [w]e are, after all, cognitive scientists and PDPmodels appeal to us for
psychological and computational reasons. They hold out the hope of offering computationally

26 Truth be told, PARSNIP was trained via supervised learning which comprised annotated data with respect
to grammatical categories. The modelers did not really have anything better at hand, although their
enthusiasm for avoiding nativism shows the connectio nist spirit par excellence
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sufficient and psychologically accurate mechanisti@accounts of the phenomena of human cognition

(...); andthey have radically altered the way we think about the time -course of processing, the nature

of representation, and t(Rumelhat & MaClellanch1986: 11 wmyr ni ng
emphasis).

As the quote suggests, mechanistic framework was a good match for connectionism:
themodels © i nner mechanisms of functioning, I ndi
regarded as a core component of explanansof human capacities. Or, in other words,
mechanisms are realizers of functionalisomorphism at a different level of explanatory grain
than was the case in the traditional symbolic cognitive science. Let me clarify this. The only
prima facie similarity lay in the fact that connectionism was also committed to
representationalism like symbolic cognitive science, albeit connectionist representations
came in a completely different format. Representations in connectionism are vector
representationshowing patterns of weighted connections among units, and instead of being
localized, they are parallelly distributedthroughout the network . Vector representations
encode input data into numerical format where every vector dimension encodesa specific
feature or aspect of data. Contrary to symbolic representations, connectionist vector
representations are not structure-sensitive, but rely on finding patterns in data that should
correspond to and/or predict patterns in world . Moreover, connectionist models are
concerned with real world models and real-world data, as opposed to toy models of
symbolic cognitive science, as explicitly stated both in the PDP Bible (see e.g., Ch4) and by
the pioneers of ANNs such as Terrence Sejnowski (in Anderson & Rosenfeld 2000: 331).27
The link between a model and target system is already present in the design of connectionist
models given the simulated environment for the training and testing ANNs . The
environment is represented via time -varying stochastic function over the vector space of
input data (Rumelhart & McClelland 1986: 53-54).

This makes connectionism in line with externalism and anti -individualism of
semantic content. It is important to note that semantic content in connectionism is not on
the personal level as n the traditional symbolic cognitive science , but rather on subpersonal
or subsymbolic level (Smolensky 1988). Thus, connectionism is not committed to realism
about propositional a ttitudes nor is concerned with macro -cognition, i.e., intentional mental
states. Toquotef r om t he PDP Bi bl e: oln general, from
referred to in macrostructural models of cognitive processing are seen as approximate
descriptions of emergent properties of the mi
12). The main issue with connectionist ambitions to offer the competitive hypothesis of
cognitive architecture was the lack of structural representations and psychological
explanations at the personal level. For this reason, most criticism, most eminent being Fodor

27 This is also closely intertwined with the issue of brittleness of symbolic models: once they are unable to
match instruction with the task, the model fails to produce any output at all, unlike humans, who do not
simply abandon task when they are unfamilia r with the instructions. On the other hand, connectionist models
are blessed with graceful degradation (Rumelhart & McClelland 1986: 29), which means that task performance
comes in degrees: the units with misleading features may activate wrong output, but through
backpropagation, the model will continue to look for the state of equilibrium, instead of reacting fatally to
errors. Hence, in this sense, connectionist models are more aligned with the flexibility of human behavior.
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& Pylyshyn (1988), reckoned that connectionism could be seen at best, as the exotic
implementation of LOT , or else it is not much different from the notorious behaviorism .28
In other words, the brain may well be aconnectionist machine, but thought is systematic
and productive, and the only way to account for these two essential features is through
LOT. Connectionist models could be trained to exhibit systematicity with respect to their

behavior, but they are not nomologically systematic, thereby making hypothesized

cognitive architecture inapt to be considered as a viable and autonomous account of human
cognition (Braddon -Mitchell & Jackson 2007: 228). Fodor & Pylyshyn also add

compositionality ©  Hreme to this list of essential featuresas well as inferential coherence
Thus, forthema cognitive architecture must be a conm
whose state transitions satisfy semart i ¢ a | criteria of coherenceo

The duo did not successfully demarcate all these features. For instance, productivity
and systematicity differ only in latter being intrinsically linked to the ability to produce
and/or understand sentences, while the former assumes that we are in principle able to
produce an infinite number of sentences despite finite cognitive apparatus.
Compositionality is introduced to underpin systematicity by pointing out that s ystematic
sentences are not like that by chance but owing to semantic contribution of each and every
sentence consitutent. Productivity does not entail systematic compositionality, even
though it is closely intertwined with compositionality and systematicity . But in any case, it
is possible to have partially productive and partially non -systematic domains (see Eroni
2019: 3.2° Chemero (2011)consi der s Fodor & Pylyshynds cr
Hegelian argument, i.e., a conceptual criticism with no empirical support that
authoritatively assers that p, p being here the claim that connectionism will fail qua
hypothesis about cognitive architecture (or become assimilated into the symbolic strand).
Their authoritative stance opened the gate for many ecumenical solutions over the years,
especially in the domain of language processing (e.g., Steedman 1999, Pater 2019hereby
normalizing the implementational status of connectionism as opposed to its coveted
autonomy. However, ironically, Fodor & Pylyshyn offer no empirical evidence that human
thought is systematic, but draw this from the implicitly assumed LOT . Connectionists are
still allowed to deny either that the thought is systematic, productive, or compositional, or
that natural language, as used in everyday communciation, lacks any of the features given
that these features were singled out based on considerations pertaining to formal language

28 What is truly impressive is that these two lines of criticism remained the same (verbatini) from the 1980s
(Fodor & Pylyshyn 1988) up to 2021 (Childers, Hvorecky, & Majer 2021). The former | tackle in the Subsect.
, the latter | comment in the Subsect.

. This is mostly impressive because connectionist models are completely different in the 21st
century in comparison to the 1980s, and for this reason could be conceived as futurebiased research programs
(see Sect3.1). Alas, their criticism can easily be seen as pasbiased and ideological rather than constructive
and to the point.

29 Teaser: in Sect3.3.however, | argue that maybe a way out of the rabbit hole is to regard post-connectionist
models of NLP as showing us how (some parts of) language can be productive without necessarily being
systematic in the strict sense” Hoaor & Pylyshyn (1988). | encircle this line of argumentation with the general
idea that the connectionist paradigm teaches us a valuable lesson about decoupling language from thought.
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or formal accounts of natural language.3° Chemero maintains that neither the cognitive
science of the 1980s nor othe 2000swords is mature science but rather an immature and

underdevel oped one, wi t h 6no uni versally ac
assumptions that structure theresearchd one f acti on are optional
(2012:15).

Finally, what about the vehicles of semantic content if this content resides on the
subpersonal level? At first, internalism regarding vehicles of content was a more natural
ally to connectionism, given its goal to be the alternative to symbolic models based on the
biological flavor, which made connectionist models more flexible. But from the dawn of the
21st century, a turn towards externalist vehicles has been steeredgiven the pleas for
embodiment and boosting of the good old biological flavor with situa ted environment (see
Sect. 3.1. & 4.3). Let me now summarize the differences between connectionism and
symbolic cognitive science by enlisting connectionist answers to the three questions singled
out by Rogers & McClelland (2014):

(ic) Cognitive processes are like analog computer programs becauseetiredeled in

such a way that the primary aim is tmd the most highly associated output corresponding
to an arbitrary input within theANN . Weights of connections between input units and
output units are adjusted until the statistical properties of input units are recapitulated
among the environmental events.€ldetection of statistical patterns igfpormed by
hiddenunits that are not directly connected to the environtresotherunits are

(il c) Representations are parallelly or neurologically distributed within a neural network.
By giving a complete, formal and precise account of microlevel, or subsymbadichevel
states of wunitsd activation correipond to
possible to simultaneously obtain approximately true generalizations at the macrolevel, or
symbolic level

(il c) Knowledgen an ANN is learnable from experienaéth data andenvironmental
factorsencountered during trainingphase A plethora of learning procedurase available
in connectionist research: backpropagation or error correction, Hebbian learnitig, etc.

Connectionism is dedicated to vindicating empiricism about the mind, which is
professed in (iii ¢) but also in its commitment to externalist content (and vehicles). The PDP

' n Subotil (2018) and partially in Subotil & Milojevi
clash between symbolic cognitive science and connectionism, providing an overview of the heated argument
exchange between key figures regarding the sentence processing, and commenting the systematicity issue,
which spans across myriads of publications in the last three decades, often amounting to the highly technical
and narrowly -conceived disagreements (see e.g., Smolensky 1987, Fodor & McLaudhm 1990, Fodor 1997,
Matthews 1997, also a whole edited volume by Paco & Calvo 2014). | will not rehearse any of this here because
| want to return to the issue from the perspective of the latest DL models for NLP i which offer reasons for
optimism.

31 And soon enough, DL algorithms. The progress of connectionist modeling is directly correlated to the
development of more efficient algorithms, an increase in computational power so that bigger amounts of data
could be part of the training set, and, finall y, architectural novelties. Check Sect.3.1.for details in this regard.
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Bible is also outspoken in its allegiance to empiricism as opposed to nativism and rule-
governed cognition constitutive of the traditional symbolic cognitive science :

0The approach that we take (...) is completely different. (...) [W]e do not assume that the goal
of learning is the formulation of explicit rules. Rather, we assume it is the acquisitionof connection
strengths which allow a network of si (Rohehart&i t s t

McClelland 1986: 32, my emphasis).

In comparison to the historical debate between empiricists and rationalists, which
revolved around the status of a priori beliefs, the debate between cognitive scientists who
professed empiricist and rationalist inclinations was centered around the issue what
computational models best describe cognitive architecture. The stakes were highfi the
better and more advanced models would be winners in both engineering and cognitive
context. Let me explicitly formulate this phase of rationalist vs. empiricist clash:

(Ecs) The cognitive processes are best simulated and examined bycomputational
models implementing ANNs . These modelsare designed to minimize the manual
specification of rules and to rely on learning algorithms to prompt ANN s to learn
from experience, i.e., data

(Rcs) The cognitive processes are best simulated and examined by computational
models implementing symbolic representations and rules for manipulation over
representations. These models are designed to produce humanrmatching task
performance based onthe list of instructions that encode expert knowledge.

Both (Ecs) and (Rcs) are essentially empirical claim, i.e., the better modeling
approach is not chosen through the conceptual analysis of various commitments and
arguments offered in favor of either position but through concrete implementations or
empirical studies. The 21st century witnesses the connectionist victory at least in terms of
engineering success that has been and continues to be commercially exploitedNonetheless,
the rationalist vs. empiricist rivalry between connectionist and symbolic strands of
cognitive science as sketched in(Ecs) and (Rcs) has been around for almost four decades,
with little to no progress over the status of connectionism in terms of its autonomy and
explanatory prospects. Thus, the trajectory of early ANNs was shaped by institutional and
sociological reasons for the rivalry with GOFAI , which are not stressed in the literature.
These reasons also play a significant rolein the contemporary ANN research i post-
connectionist models are walking a tightrope between corporate and commercial success
and responsible scientific development. Also, while t he early shallow ANNs were designed
to pep up cognitive science by unpacking the black box of behaviorism, i.e., workings of the
human mind, in a biologically plausible way, thus ma king use of what we know about the
brain to fill in the mechanisms underlying cognitive processes, contemporary ANNs have
become black boxes themselves, which is used to stress their principled inability to be
explanatory about anything.

57



3. POST-CONNEC TIONIST MODELS AND DEEP LEARNING:

A SOLUTION TO THE PERENNIAL EMPIRIC  ISM VS.
RATIONALIS M DEBATE?

We all know about tharguments that purport to show that

our research can never succeed; indeed, nearly every book
written by a philosopher begins with an argument that the
competing approaches are hopeless. Yet, for some reason, we
persist. Somehow, we are only convinced Ihe t

phil osophical arguments that
hopeless.

i Anthony Chemero (2011: 4)

3.1.Rationalism and Empiricism of the 21 st Century: Post-Connectionist Models
on the Battle front

The breakthrough in the connectionist paradigm came in the last two decades with
the availability of the gargantuan training data sets (e.g., ImageNetand WordNet, see Deng
et al. 2009)and greater computational power, which made it possible to advance large -scale
big data training of complex, multilayered ANNs. This large-scale training of multilayered
ANNs is called deep learningfi a startling engineering twist that allows for the
transformation of raw data into vector -space rgresentations from which the classifier
detects a pattern at ahigher, more abstract level (LeCun, Bengio & Hinton 2015, cf. Hinton,
Osindero & Teh 2006.32 The higher the level, the more likely it is that deep ANN (DNN)
will identify the most relevant aspects of input for the cognitive task at hand. Terry
Sejnowski, one of the leading figures in DL (along with the previously cited il trio fantastico
Yann LeCun, Yoshua Bengio and Geoffrey Hinton), describest hi s as o0l ear n[ i ng
the way that babies learn from the world around them, starting with fresh eyes and
gradually acquiring the skills needed to navigate novel environmentsé6 ( 2 0 Th& new3 ) .
generation of post-connectionist models can match or even outperform human experts in
many tasks, including abstract strategy games like Go Gilver et al. 2017) or medical
diagnosis (Zhou et al. 202) thanks to processing large datasets more often in an
unsupervisedather than supervised manner. New benchmarkare being envisaged to deepen
and precisely evaluate performance comparison between DL models and humans.s3
Furthermore, these models have vast industrial and commercial usage. All major tech

32 DL is, essentially, a branch of ML. ML is, essentially, a branch of Al. Al is constitutive of cognitive science
along with other parts of hexagon, namely philosophy, psychology, linguistics, neuroscience and
anthropology. By extension, thus, DL and ML are used as a tool in cognitive science for developing and testing
hypotheses. In what follows, | explore whether DL is and whether it should bedeveloped in both theoretical
and technological sense via the existing results and/or frameworks in cognitive science (or the other parts of
the hexagon, most notably linguistics).

33 Benchmarking in ML amounts to designing evaluations of algorithms to validate a new approach to
modelling practice through datasets that take some of the following forms: (i) real -world data, (ii) synthetic
data (especially in cases when privacy considerdions are at the forefront), or (iii) artificially generated toy
data (Torfi et al. 2021: 7).
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companies such asGoogle Microsoft, or Meta (former Facebogkhave invested considerable
funds in recruiting academics and think -tanks to boost research and development of ANNs
as well as benchmarks through which the capabilities of ANNs are being tested.34

Ironically, however, their differentia specificas no longer a biological flavor i
engineers seldom think whether some architectural feature or learning algorithm is
biologically plausible and work under the motto OIf it works, d o nriess with it. @s |
elaborated in Sect.2.3,, connectionism has been ingired and facilitated by the polyamorous
relationship between neuroscience, cognitive science, and Al. For this reason, many
researchers who remember thetaste of a revolutionary bouquet from 1986, p oint out that
neuroscience and cognitive science can playa vital role in building (more) advanced post-
connectionist models, especially thosethat could aspire to general intelligence (Kiela et al.
2016,Hassabis et al. 2017, Ullman 2019)In other words, pleas for returning to biological
plausibility (and body in general) are louder than ever, albeit stem from cognitive and
neuroscientists. On the other hand, for engineers, the cash revenue from various
implementations of post -connectionist models is the new relevant flavor .35

The most pertinent issue in assessing the biological plausibility of post-connectionist
models is the type of learning algorithm that modelers choosealong with the type of ANN
architecture, parameters, hyperparameters (viz., parameters governing the learning
process) and the quality and quantity of dataset. There is scarce evidence thaterror
backpropagation algorithm has anything to do with how synaptic connections between
biological neurons actually process signals despitesome attempts to show that at least an
approximation of such algorithm can be detected (see Lillicrap et al. 2014). First,
backpropagation is computed linearly , as opposed tobiological neurons which make use of
both linear and non-linear computation. Second, biological neurons6 c ommuni cat i
described by the stochastic binary values of action potentials or neuronal spikes, whereas
backpropagation rests on single, static, continuous values.

Deep learning engineers have mostly agreed that more biologically plausible
alternatives are needed and proposed to either develop novel ANNs that would mimic
neuronal spikin g (Bengio et al. 2016 Tavanaei et al. 2019, or novel learning methods that
would be akin to ways how animals grasp the world around them , such as reinforcement
learning inspired by the Pavlovian conditioning model (Zambaldi et al. 2018). Recently,
deep reinforcement learning has beenan excellent example of the successful renarriage
between neuroscience and Al. The whole point of such learning method is to train ANN to
interact with the environment through a planning algorithm and given the observation that
it will receive a reward upon producing output (or punishment fi should it fail to produce

34For instance, Siri Alexa, and Cortang intelligent virtual assistants, represent concrete implementations of DL.
When it comes to LLMs based on DL, which have been implemented in chatbots, Microsoft has partially
funded ChatGPTand fully developed Sydney Googlehas funded Bard, and Metais currently working on its
Galactica

35Nu mber s d@pendltaMicroseftsupported company that launched ChatGPT(recall Introduction), is
expected to generate around $200 million in revenue by the end of this year and as much as $1 billion by the
end of 2024 (Dastin, Hu & Dave 2022). Of course, some scientific applications of DL need not be linked to
straightforwar d financial gains but can equally be indifferent towards biological plausibility of architecture
or learning algorithm, such as, say, protein folding models AlphaFold2 and RoseTTaFold that predict
functional and accurate structure of a protein molecule from its linear amino -acid sequence (for an overview
see Eisenstein 2021).
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the adequate output). A DNN is then used to train the so-called Q-network to predict the
total reward that can be expected to receive after taking a particular action by relying on
the Deep-Q-Net wor k al gor iLavétetal(2618)an- oi s

In the rest of this Sect., | review the stateof-the-art ANN architectures 36 and pave the
way for comparing connectionist and post -connectionist models in terms of their theoretical
commitments. A word to the wise fi we doneed a full spectrum of different ANNSs trained
through DL to account for the linguistic competence in toto. | also tackle the elephant in the
room, i.e., theblack box problem that undermines the role of DL -based models and cuts
across the traditional notions of explanatory and predictive power in the philosophy of
science. As for thearchitectonic of the whole Ch., the main aim of this Sect. is to offer a
general overview of the methodology surrounding post -connectionist models so that | can
proceed to assessing their status within the heated Empiricism vs. Rationalism d ebate that
is transcending the disciplinary divide since linguists, cognitive scientists, neuroscientists,
Al engineers, and philosophers all have somethingto say about DL. From Sect.to Sect.of
this Ch., | am gradually zooming inon DL models for NLP and LLMs which represent the
main point of contention between Empiricists and Rationalists of the 21st century.

Deep Convolutional Neural Networks

Demis Hassabis, the head ofDeepMind (a Google-owned Al research laboratory),
rightly points out that

0O[r]l]eading the contemporary Al l'iterature, 0
engagement with neuroscience hasdiminished , [h]Jowever, if one scratches the surface, one can
uncover many cases in which recent developments have been guided and inspired by
neuroscienti fi (Hassabrs etiald2017a247)on s 6

Hassabis had in mind the deep convolutional networks ( DCNNs or CNNs) while making
this remark. These ANNs represent a typical example of three familiar trends in
connectionist paradigm: (&) their architectural features were directly inspired by
neuroscience, specifically research on mammalian visual cortex, ) being implemented in
models for computer vision, their distinctive success is in line with the historical success of
shallow neural networks for lower cognitive processes such as perception (recall 2.3.and
2.4), and (c) the initial academic interest in DCNNSs has quickly transformed into alucrative
commercial venture thereby taking precedence over further scientific development and
their usage DCNNs were the main vehicle of the deep learning renaissance in the past two
decades, albeit their role in scientific research is rarely noticed even though it seems that
this architecture has paid back its intellectual debt to neuroscience and cognitive science.

David Hubel and Torsten Wiesel (1959)conducted a series of experimentson cats
and kittens as models of the human (or mammalian) visual system by recording signals of

36 |t goes without saying that | do not intend to offer an exhaustive list of all ANN architectures that are

currently being used in Al but to focus only on those that figure prominently in philosophical arguments

and/or relate closely to simulating linguist ic capacities, which is of interest for my thesis. Similar choice of

ANN architectures, al beit presented in a |less detailed
in the context of DL.
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single neurons and thus creating a detailed map of visual cortex. They discovered that

neurons in the early stages of primary visual cortex respond strongly to s imple patterns

(e.g., barsof particular orientation ) but dismiss other more complex patterns. The neurons

in |l ater stages are oenl i s tapddghoretsmnplelomes.|Thugyi t h cC
they distinguished simple from complex cells in the primary visual cortex i simple cells

generally have local receptive fields and react to oriented edges, while complex cells,
presented also in the secondary visual catex are organized in a hierarchical manner and

remain invariant despite distorted input signals (Hubel & Wiesel 1962, 1963.

Fukushima (1980) constructed Neocognitrona multi-layered ANN inspired by Hubel
and Wi fandirgd régarding simple and complex cells . This connectionist model served
for handwriting recognition and implemented a first prototype of CNNSs, or better yet, both
early CNNs and Neocognitronshare the smilar architectural features that make them
successful in visual input classification (Rawat & Wang 2017 2358. Let me now spell those
architectural features. First, CNNs are feedforward ANNs (their signal processing is
unidirectional) with a biological flavor. Second, CNNs are usually trained through
backpropagation i LeCun (1989) was first to apply such trained CNNs to real image
classification problems, viz., the classification of zip codes. Third, both early CNNs and
Neocognitrorhave simple cells and complex cells.

The early CNNs were sought -after because they relied on a small number of
parameters and relied on spatial topology of the data (Rawat & Wang 2017: 2359 However,
in time, the datasetsand the number of parameters became larger, CNNs deeper, and
architectural features more flavorsome, which allowed for avoiding the issue of overfitting
At first, engineers were reluctant to go with the solution of adding more layers to CNNs
since this methodological choice is computationally expensive, whereas shallow ANNs are
cheaper and easier to train albeit not as accurate as deep ANNs are (Rawat & Wang 2017:
2372).S-cells and C-cells are akin to convolutional and pooling layer in DCNNs ( ).
These layers are comprised of unitscomputing different activation functions as opposed to
shallow CNNs in which all units computed sigmoidal function. Convolution al units, as
their name suggests, are activated through convolution i.e., alinear algebra operation that
modifies perceptual input (e.g., pixels) in such a manner thatsome values are favored over
others (Buckner 2019: 4) This essentially means that convolutional layers are tasked with
detecting relevant features.

Complex @ Pooling
Cells . : Layer
o7

Convolutional
Layer
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Specific units called kernelsamplify shadings or contrasts present in perceptual input
and pass on the information to rectified linear unitsvhich are activated only when the result
of the convolution reaches a threshold, i.e., whenit is indicated that the relevant feature is
found at a particular vector space location (Buckner 2019: 4) The next stage of processing
begins with the kernel signal and output from rectified linear units being passed to pooling
layer. In this layer, a feature is being detectea in all its distinct locations and positions and
a down-sampled feature map or representation is being created The function of the pooling
layer is to make such representation invariant to local translations of perceptual input. This
is usually done thanks to the max pooling function which calculates the maximum value
for each part of the feature map.37 This function basically forces the network to decide what
feature is most salient and most likely to be found at a particular location in the feature map
(Buckner 2019:7). Important thing to note here is that these units are sparsely connected as
opposed to fully connected units in any shallow NN of the Golden Age This means that
deeper layers take input from nearby units that have overlapping spatial and temporal
receptivity from the previous layers (Buckner 2019: 7). The upshot is to obtain through three
functions, namely convolution, rectification, and max pooling, a transformed
representation of perceptual object or image in the input. The processing flowii from n
convolutional layer to m pooling layer, from n.1 convolutional layer to m«1pooling layer fi
ends after many sequences, when, finally, the information is being directed to fully
connected classification layer, where labeling of the object or image happens. This last phase
is particularly vulnerable to overfitting: DCNNs may learn to simply memorize mapping s
between objects or imagesand labels in an exceptionally large training dataset This forced
Al engineers to envisage explicit and implicit regularization techniques. For instance, they
add some noise or shifting images to make the DCNNs robust enough to handle such
perturbations (Buckner 2019: 8).

Around eight benchmarks mushroomed from 2006 to 2015 to evaluate DCNNs on
image classification tasksii and DCNNs were acing all of them (Rawat & Wang 2017: 2368
2369).In 2012,an eight-layered DCNN o0AlexNet 6 (named after its creator Alex Krizhevsky
whose Ph.D. supervisor was none other than Geoffrey Hinton ) won the ImageNetchallenge
(see Krizhevsky, Sutskever, & Hinton 2012). The challenge required that an ANN be able to
classify online images efficiently and relatively accurately from such a large datase into
myriads of object categories3® This successcaught the attention of neuroscientists who
conjectured that the basic features ofthe visual system could be simulated and further
explored through DCNNs. Hence, even though Al engineers were not really aiming for
increasing biological plausibility or even paying any particular attention to  the
neuroscientific legacy of Neocognitronand shallow CNNs, neuroscientists have found
DCNNs to be their Excalibur fi they finally ha d the chance to validate and further analyze
results and data stemming from systems and computational neuroscience.

37Max pooling function is not the only available function to the modeler. Rather, one can choose between, say
average pooling and max pooling. Average pooling calculates the average value of each part of the feature
map so that all parts are equally processed. It is up to a modeler to decide whether the point is to identify the
whole object or image or only the most relevant features.

38 ImageNet challenge was established by an expert in computer vision, Fei-Fei Li, now a computer scientist
at Stanford, and held regularly from 2010 to 2017. In seven years, the winning accuracy in classifying images
augmented from 71.8% to 97.3%, thereby srpassing human abilities and further promoting the idea that the
success of ANNSs is proportional to the availability of larger datasets (Gershgorn 2017).
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Grace Lindsay (2021) has called to attention the usefulness of DL in general and
DCNNs in particular for neuroscience.In one can witness how the activity of different
layers in DCNNs can predict the activity of biological neurons . As Lindsay (2021) rightly
remarks, at first it seemed that DCNNs were excellent for explaining how lat er visual areas
(V4 and inferior temporal gyrus ) contribute to object recognition, especially last and the
penultimate layer, but in the past few years even early-to-middle layers can predict activity
of earlier visual areas (V1). Furthermore, DCNNs can produce optimal stimuli for biologic al
neurons thereby providing neuroscientists with tools to control neural activity of primate
brain (Bashivan, Kar & DiCarlo 2019) which strengthens the conjecture that these DNNs
share some fundamental architectural features with our visual system that allow for
perceptual similarity judgments and object recognition . This is the main reason DCNNs
were the first weapon to draw for the vindication of empiricism in cognitive science . Their
biological plausibility along with predictive success suggests that the state-of-the-art
connectionist architectures canlegitimize domain general mechanisms along with sensory
experience taking precedence over innate rules.As | will be showing in the next Sect., this
wi || be Camer on Bucknerg@asdddéending maderatetempiricismgd e v e | ¢
whereas in Sect.4.3., | will be further developing that point by showing how multimodal
DNNs, constituted partly by DCNNs, can account for semantic competence.

The naysayerscould, however, beg to differ since despite the grand claims about
biological plausibility, DCNNs are texture-biasedvhereas humans and other primates are
shape-biased (Geirhos et al. 2019. This essentially means that these ANNs classify
perceptual input by relying on the texture present in the input rather than shape when their
performance is compared to human performance on the same perceptual task. Moreover,
adversarial exampldsave also cast shadow over the success of DCNNs (as noticed for the
first time in Szegedy et al. 2013) Adversarial examples are micro modifications to
perceptual input that lead to wrong labeling in DNNs but allegedly have no impact on
human labeling since such modifications are imperceptible to humans. Thus, such a
modification to, say, an image of a panda may provoke a DCNN to erroneously classify it
as an image of a gibbon Goodfellow, Shlens & Szegedy 2014, or generate the socalled
rubbish images (Nguyen, Yosinski & Clune 2015). Buckner (2020)has recently argued that
instead of lamenting over DNNs susceptibility to adversarial examples, it would be better
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to regard at least some of theseexamples as artefactscontaining predictive information
which would not be available otherwise. | n a nutshell, artefacts are systematicnon-robust
patterns that may entail incorrect inferences from data unless we understand their origin
and then either cancel their influence on further data processing or use them aslegitimate
predictions . Perhaps, DCNNSs discover intricate interactions that are beyond our perceptual
apparatus, which, in turn, allow them to outperform humans, and in that sense, not all
adversarial examples are blunders. As Bucknerelsewhere wrote:

ol f these categorizations are not necessarily
features (...) should no more be counted against their candidacy for intelligence than the ability of
Einstein to see things others did not i (20288 equa

Long ShoriTerm Memory Networks

As | have described earlier, ANNs compute numerical functions, and in the case of
NLP, input and output units encode words in small and dense vectors that have nonzero
values. In this way, similar vectors can be assigned to words frequently appearing in si milar
contexts, for instance, values (1, 2.3, 3) designate chair whereas values (1.1, 2.3, 2.9)
designate armchair, whereas (2.2.,-4, 3.1) designate otter. In this way, a manifold of
distributed vector representations, or word embeddings, emerge in order to complete a
specific NLP task that ANN was assigned to do. The word embeddings are usually learned
via gradient descent and backpropagation, although the specific manner of their processing
depends on architectural features of ANNSs.

Jeffrey Elman introduced SRN in his seminal papers (1990 1991, in which he
reported training a novel type of connectionist model on artificial language sentences. The
model was successful in exhibiting emergent lexical classification, i.e., how sentences can
be divided into their constituent parts such as nouns, transitive, and intransitive verbs. SRN
and any RNN that was further developed for NLP works in the same way: previously
hidden vectors in the hidden units' layer are used as additional input when predicting th e
next word in sequence. Thus, as opposed to a FNN in which there is no cycle of information
flow, there is a cycle of information in the form of recurrence in an SRN or RNN ( ).
As Skansi (2018) rightly points out, SRNs were indeed a milestone in Al research since they
successfully grappled with a prejudice that natural language processing is a stumbling
block for the connectionist paradigm.

Feedforward neural network Recurrent neural network
Input Hidden Output Input Hidden Qutput

Layer Layer Layer Layer Layer Layer
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As soon as 1997 (that I s, only seven
introduced SRNs), German engineers, Sepp Hochreiter and J ¢ r ¢gehmidhuber, reported
designing and training a novel type of networks based on recurrent architecture and named
them LSTMs.39 Their paper is now considered one of the most-cited papers in Al research.
Essentially, LSTMs are SRNs on steroids because they are designed to remember
information for longer time , i.e., to handle long time lags that SRNs could not LSTM are
composed of many recurrent subnetworks that serve as memory blocks ( ). While
SRNs operate through a single connection from one unit to another, LSTMs are endowed
with memory cell state (Ct) and filters, or gates, that constitute each memory block. The role
of the gates is to determine whether information should be removed or kept in the Ctin
order to perform a task. Thus, if it is vital for the task performance that NN removes the
information, then forget gate is called to therescue**T hi s gate shoul d o0deci
of weighted input and previous hidden state sshoul d be in the networ
input gate is 6 e nt r uwith addiig information to G, and odecidesd ho
weighted input should be saved. Finally, the output gate serves as a function mechanism
which o0deci des 6 ab oQ@.Thegates, aleng with ¢omtihuous #ow of datao f
processing, allow LSTMs to avoid vanishing / exploding gradient.
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The main advantage of LSTMs over SRNs is, in fact, their successful dealing with
vanishing/exploding gradient. Moreover, the issue with vanishing /exploding gradient
was the main impetus behind developing LSTMs. In fact, Sepp Hochreiter started analyzing
vanishing gradient problem for his BSc thesis supervised by Schmidhuber back in 1991, six
years before their seminal and highly cited paper on LSTMs.4! Thus, the incentive for
technological innovation came from the refusal of an Al researcher to come to terms with
current methodological constraints. In the rest of this Sect. and Ch., | argue that this quite
frequent moment in the brief history of connectionism is one of the key reasons why we
should regard connectionism as a future-oriented research program. Recall now that due to
the amount of thenet wor kés (hi dden) | ayers anhdtinper opag

391n 1995, Hochreiter and Schmidhuber published a technical report in which LSTMs appear for the first tim,
whereas the peer review process prolonged the publishing of a scientific paper devoted to LSTMs to 1997.

40 Forget gate was added some two years after Hochreiter & Schmidhuber (1997) in Gers, Schmidhuber &
Cummins (1999). Later, a variation on forget gate appeared in Cho et al. (2014) agjated recurrent unit now
widely known as GRU.

411n a blogpost, Schmidhuber symbolically called this year Annus Mirabilis at TU Munich.
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loop, activation functions governing weight updates squish large input into smaller vector
spaces between 0 and 1. This results in the inability to propagate relevant information and,
consequently, the unstable behavior of a network that is being trained: the gradient either
exponentially diminishes to 0 or increases above 1 and explodes. LSTMs are up to the
challenge here. The gates handle the amount of lost gradient since their activation values
differ at t, t1, tn, and these values arelearnedfunctions based on the current input and
myriads of hidden layers.

LSTMs can be trained on large sets oftextual data through DL algorithms and are
mostly used for sequential tasks such as machine translation, speech recognition, robot
control, musical and language processing, etc.However, LSTMs are often used alongside
CNNs to optimize task performance resulting in post -connectionist models with
multimodal ANNs ( for a brief overview see Van Houdt et al. 2020: 5948. As | will argue in
4.3., multimodal models are crucial for simulating semantic processing, and, thus,
providing us with a patchy and messy account of linguistic competence, which better
reflects the natureoft he | anguage faculty than ideald.
that rationalists promote. When it comes to their industrial application, all three giants
among tech companies, namely Apple, Facebooknd Googleuse LSTMs for their intelligent
virtual assistants and automatic translation of messages within applications.

It is also worth noting that SRNs have evolved into multilayered RNN s, which are
still used in com putational linguistics and psycholinguistics alongside or in comparison to
LSTMs. These RNNs can have strong structural priors, such as gates, encodersdecoders,
and attention mechanism. Unlike SRNs that were based on data stemming from artificial
languages, RNNSs, just like LSTMs, process natural language corpor in a sequential manner
and are used for describing grammar learning. The difference between these two similar
architectures is the length of statistical regularities they can capture. LSTMs, due to their
architectural features, excel at caguring long distance statistical regularities. Like LSTMs,
RNNs are also used within multimodal post -connectionist models as decodersto produce
linguistic output, along with DCNNs used as encoders producing visual input. For
instance, models for image caption generation learn to describe the content of imagesby
taking images (usually from ImageNet dataset) as input and produce natural language
paragraph or sentence (Xu et al. 2015, Krause et al. 2017Dther domains of application of
such models are visual question asking and answering (Wang & Lake 2021), instruction
following (Ruis et al. 2021) and labeling video frames (Yeung et al. 2018.

Autoencoders andiransformers

Both autoencoders and transformers are state-of-the-art architectures in the post-
connectionist paradi gm. Fuss asi de, bot h
real Al connoisseurs. Ballard (1987) proposed something remarkably similar to current
autoencoder architectures, as well asone of the pioneers of DL, Yann Le Cun, in his doctoral
dissertation defended the same yearat the University Paris 6.

As opposed to previous NNs that mostly presumed training through supervised
learning, autoencoders crunch data mercilessly through unsupervised learning. The
difference between supervised and unsupervised learning was introduced in Sect, 2.3, but
| will rehearse it here given that this distinction will figure prominently in the next Sect.
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Supervised learning is a way to train ANNs through labeled data by mapping input in the
form of a vector to output value in the form of pre -defined label. The mapping function is
inferred by an algorithm that a modeler has previously chosen . Testbed for supervised
learning is the generalization to novel examples, i.e., the prediction of labels to previously
unseen data This is nowhere trivial thing to do since previously unseen values come with
arbitrary output values. Hence, the algorithm always comes with at least some inductive
bi ases, t hat i s, assumptions that onudgeo
incorrect ones. Unsupervised learning, on the contrary, amounts to making sense of data
without using labels or specifying parameters and hyperparameters. Briefly, a modeler
does not have to intervene, but rather to analyze patterns that ANNs have produced
through unsupervised learning.

Autoencoders are much the same as=NNs since they are also threelayered, but their
task is to efficiently recreate the input in an unsupervised manner, by ignoring noise in
unlabeled data (Skansi 2018) This, in turn, means that both input and output layer must
have the same number ofunits, whereas in the hidden layer, also called encoder,there are
fewer units than in the previously mentioned layers ( ). All subtypes of autoencoders
serve for efficient preprocessing of data regardless of their architectural differences.42 The
modelers are interested in the activation values of the hidden layer because these values
will be used as input in a bigger ANN. The point is to compress data through an
autoencoder, so that data can beuncompressed in the most suitable manner to match the
input of the new ANN . Autoencoders are generativanodels, which means that they can be
used for creating training data for bigger ANNs , so multiple autoencoders are usually
stacked within a deep ANN . This means that autoencoders can equally be a part of task
performance in the domain of computer vision (i.e., stacked within a DCNN), or in the
domain of NLP (i.e., coupled with a transformer).
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42 The most frequent classification of autoencoders is into simple, sparse, denoising, and contractive (Skansi
2018: Sect. 8.2). | have described simple autoencoders. Sparse autoencoders have restricted number of units in
the hidden layer (e.g., double the number of units in the input layer), denoising aut oencoders handle noisy
input as well, whereas contractive autoencoders have additional explicit regularization techniques for
handling noisy input.
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Transformers are avant-garde ANNs for NLP since they are implemented in LLMs like
BERT (Devlin et al. 2018), GPT-2/ GPT-3 (Brown et al. 2020) or multimodal languages like

DALL -E (Ramesh et al. 202 as well as the main drivers of success of chatbots like
ChatGPT. As in the case of auteencoders, ezen though they were thrust in the limelight six

years ago, transformers sprang up by the end of the 20h century. In 1992,J ¢ r gen
Schmidhuber, the brain behind LSTMs, had already published a paper on fast weight
programmers, which were akin to contemporary transformers with attention heads.
Nonetheless, Vaswani and colleagues (2017) a group of Al researchers working at Google
Brain, re-introduced t ransformers to develop pre-trained language models that should be
fine-tuned for specific (and ultra-commercial) tasks.

The leap from learning mere patterns from alarge body of text to obtaining a general
capacity for processing language and, thus, learning syntactic and semantic structure (to at
least some degree),represented a revolution in NLP. The revolution was made possible
because tansformers incorporated a secret ingredient besides having computationally
powerful (auto-)encoder/decoder architecture , namely attention heads arranged in layers,
in similar manner as regular units ( ). However, unlike regular units, attention heads
perform distinct operations fi they allow model to remember multiple words of input,
which, in turn, amounts to in -contextlearning.l n t hi s way, transfor mer ¢
parts of the input while processing large amounts of corpora at onceRecall that RNNs and
LSTMs are trained to predict the next word in the sequence given the other words that were
processed Transformers can oOr emember 6 al | t alse they havd t he
processed every token position (i.e., context) in the training dataset, thereby easily
accounting for polysemy.
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More precisely, encoder consists of am FNN and attention mechanism that receives
information about isolated word embeddings, i.e., low-dimensional vectors that build
matrices of word co-occurrences in the training dataset. The next step is positional
encoding: a fixed-size vector captures relative position of isolated embeddings which helps
preserve their identity while signal processing spreadsthrough the rest of the transformer
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