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Phase transitions in matrix models on the truncated
Heisenberg space

Abstract

In this dissertation, we study a self-interacting Hermitian matrix field in two dimensions
coupled to the curvature of the noncommutative truncated Heisenberg space. In the infinite
size limit, the model reduces to the renormalizable Grosse-Wulkenhaar’s. We inspect the
connection between the model’s curvature term, UV/IR mixing, and renormalizability.

The model is numerically simulated using the Hybrid Monte Carlo method. In order to
obtain the nontrivial phase structure, we first vary the scalings of the action term parameters
and inspect the transition line stability under the change of matrix size. After we fix the
scalings, we proceed to construct the phase diagrams and find their large matrix size limits.
As a result, we establish the presence of the three phases previously found in other matrix
models — the ordered, the disordered, and a purely noncommutative striped phase.

The curvature term proves crucial for the diagram’s structure: when turned off, the triple
point collapses into the origin as matrices grow larger; when turned on, the triple point
recedes from the origin proportionally to the coupling strength and the matrix size. We use
both the field eigenvalue distribution approach and a bound on the action to predict the
position of the transition lines. Their simulated curvature-induced shift convincingly agrees
with our analytical results.

We found that the coupling attenuation that turns the Grosse-Wulkenhaar model into
a renormalizable version of the λφ4

?-model cannot stop the triple point recession. As a
result, the stripe phase escapes to infinity, removing the problems with UV/IR mixing and
explaining the success of the Grosse-Wulkenhaar model.
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Fazni prelazi u matričnim modelima na modifikovanom
Hajzenbergovom prostoru

Rezime

U ovoj disertacĳi, izučavamo samointeragujuće hermitsko matrično polje na koga deluje
krivina nekomutativnog modifikovanog Hajzenbergovog prostora. U limesu beskonačnih
matrica, ovaj model se svodi na renormalizabilni Grose-Vulkenharov. Cilj je da se ispita veza
između člana sa krivinom, UV/IR mešanja i renormalizabilnosti modela.

Numeričkoj simulacĳimodela smo pristupili HibridnimMonte Karlometodom. Radi do-
bĳanja netrivĳalne strukture faznog dĳagrama, prvo variramo skaliranje parametara članova
u dejstvu i ispitujemo stabilnost linĳa faznih prelaza pri promeni veličine matrica. Nakon
što smo fiksirali skaliranje, konstruišemo fazne dĳagrame i nalazimo njihove limese. Na ovaj
način smo utvrdili pristustvo tri faze prethodno detektovane kod drugih matričnih modela
— uređene, neuređene i čisto nekomutativne trakaste faze.

Član sa krivinom se pokazao presudnim po strukturu dĳagrama: kada je uključen, trojna
tačka modela kolapsira u koordinatni početak prostora parametara s povećanjem formata
matrica; kada je isključen, trojna tačka se udaljava od koordinatnog početka srazmerno
parametru krivine i veličini matrice. Za predviđanje položaja linĳa faznih prelaza, koristili
smo metod raspodela svojstvenih vrednosti polja kao i procenjivanje granica na vrednosti
samog dejstva. Simulirane vrednosti ovog krivinom izazvanog pomeranja se ubedljivo slažu
sa našim analitičkim rezultatima.

Brizina isključivanja parametra krivine koje pretvara Grose-Vulkenharov model u re-
normalizabilnu verzĳu λφ4

? modela je nedovoljna da zaustavi udaljavanje trojne tačke od
koordinatnog početka. Posledica toga je da trakasta faza nestaje u beskonačnosti, rešavajući
problem UV/IR mešanja, čime smo objasnili uspešnost Grose-Vulkenharovog modela.
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Chapter 1

Introduction and overview

“Then you should say what you mean,” the March Hare went on.
“I do,” Alice hastily replied; “at least—at least I mean what I say—that’s the same
thing, you know.”
“Not the same thing a bit!” said the Hatter. “You might just as well say that ‘I see
what I eat’ is the same thing as ‘I eat what I see’!”

Lewis Carroll, Alice in Wonderland

We are often challenged to explain what we do in just a fewwords. What springs to mind
in connection to noncommutative QFT is: CERN in Wonderland. A realm where space and
time behave oddly and the rules are a bit off. As if that were not enough, even the chit-chat
at the Hatter’s tea party [1] seems to be inspired by the noncommutative quaternions [2].

Some seven decades later, in the 1940s, noncommutativity (NC) arrived fromWonderland
to Quantumland, settling first in the canonical relation between position and momentum
and shortly after—passed down from Heisenberg to Peierls, to Pauli, to Oppenheimer, and
finally to Snyder [3]—into NC spacetime.

Noncommutativity of spacetime coordinates was initially proposed in the hope of re-
solving the confusion about the infinities in the nascent quantum field theory [4]. The first
promising results in this regardwere, however, achieved by the technique of renormalization.
Since then, NC has occasionally reemerged, both in the fundamental and the effective form,
from condensed matter physics to quantum gravity [5, 6]. Finally, when NC was discovered
in the low energy sector of the string theory at the turn of the millennium [7], various new
NC models followed.

Contrary to the expected better-than-commutative behavior, NCmodels experiencemore
difficultieswith renormalizability. Generically, their non-planar Feynmandiagrams entangle
small and large length scales, which prevents a successful absorption of divergences into the
action terms [8, 9, 10, 11]. It was shown that this UV/IR mixing could be resolved by the
proper balancing of the scales provided by the Langman-Szabo duality [12].
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CHAPTER 1. INTRODUCTION AND OVERVIEW

Grosse-Wulkenhaar (GW) model [13, 14, 15]

SGW =
∫ 1

2
(∂φ)2 +

Ω2

2
((θ−1x)φ)2 +

m2

2
φ2 +

λ

4!
φ4

managed to evade the UV/IR mixing problem. It features a self-interacting real scalar field
on the Moyal space equipped with a ?-product

f ? g = f ei/2 ~∂θ~∂ g ⇒ [xµ, xν]? = iθµν.

Its potential is enhanced by the external harmonic oscillator term of a possible gravitational
origin. Namely, the model can be reinterpreted [16] as that of a scalar field in a curved NC
space of the truncated Heisenberg algebra htr:

Sh =
∫ √

g

(
1
2
(∂φ)2 − ξ

2
Rhφ2 +

m2
h

2
φ2 +

λh

4!
φ4

)
.

The oscillator Ω-term, which holds the key to renormalizability, is now seen as a coupling
to the coordinate-dependant curvature Rh. Another possible source of the oscillator term
was presented in [17], where it elegantly appears in the expansion of the kinetic term of
the free scalar field situated in the Snyder-de Sitter space. This model also predicts the
running of the curvature coupling, which is an essential ingredient of the GW-mediated
λφ4

?-renormalizability. It would be interesting to see if similar conclusions could be reached
in the fuzzy de Sitter space [18, 19].

UV/IR mixing still poses a problem for gauge fields on NC spaces [20]. Hoping to build
on the GW model’s success, [21, 22] tried to adapt it to a gauge field on htr. Still, after
extensive treatment, we found nonrenormalizability lurking in the form of divergent non-
local derivative counterterms [23]. Apart from the trivial vacuum, it turned out this model
contains another, which breaks the translational invariance. This echoes the translational
symmetry-breaking stripe phase that seems to be at the root of UV/IR mixing. Its “stripes”
refer to patterns of spatially non-uniform magnetization, which appear when the field oscil-
lates around different values at different points in space [24, 25, 26]. They also seem to shatter
the symmetry between large and small scales that keeps the UV/IR mixing in check: locally,
the vacuum appears ordered, but globally, watched through the lenses of spatial averaging,
it looks smudged into a disordered zero. This motivated us to find out what happens with
the stripe phase in the GW model and to see how the model’s renormalizability plays out
from the phase transition point of view. We suspect that the presence of the striped phase in
the phase diagram is equivalent to the nonrenormalizability of a model. More specifically,
in this dissertation, we test the hypothesis that the GWmodel’s diagram is stripe phase-free.

Phase diagrams on NC spaces have been extensively studied in various matrix models,
since they regularize corresponding continuum theories in a numerical simulation-friendly
fashion [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48]. They
generically feature three phases that meet at a triple point. Two of these are readily present
in commutative theories: in the disordered phase, field eigenvalues clump around zero; in
the ordered phase, however, they gather around one of the mirror image-minima of the
potential. The third one is a matrix counterpart of the NC stripe phase in which eigenvalues
simultaneously gather around the positive and negative minimum. We, too, approached

2



CHAPTER 1. INTRODUCTION AND OVERVIEW

the testing of our hypothesis using the numerical Monte Carlo simulations of the particular
matrix regularization of the two-dimensional GWmodel. The analytical investigation of the
phases can be done along several lines. First, if we know how to solve the equations for the
eigenvalue distribution [35, 38, 39, 43, 48], we can compute and compare the free energy in the
three phases and decide inwhich phase it isminimized. We can also look at the distributions’
features and from them extract constraints on the extension of the phases. This, however,
requires a multi-trace expansion [30] of the non-diagonalizable kinetic part of the partition
function integral into an infinite series of products of traces of powers of the field. Another, in
essence, Wilsonian, approach is to establish a kind of a renormalization group flow inmatrix
size [49, 50, 51], recursively connecting adjacent matrix sizes and integrating differing vector
degrees of freedom. In this dissertation, we found a few analytical results by computing
bounds on the action and by exploiting the distribution approach in combination with the
Harish-Chandra-Itzykson-Zuber (HCIZ) formula [52, 53].

The main body of this dissertation is organized as follows. Chapter 2 touches upon the
necessary concepts in the noncommutative quantumfield theories. Specifically, we introduce
the htr space, UV/IR mixing, and the GW model. In Chapter 3, we proceed to define our
matrix model and the relevant observables and discuss the Hybrid Monte Carlo method
used for its numerical simulations. In Chapter 4, we inspect and fix the scalings of the action
terms/parameters, construct the phase diagrams and find their large matrix size limits. We
establish the presence of the three phases also found in other matrix models — the ordered,
the disordered, and a purely noncommutative striped phase. Chapter 5 then deals with the
connection between the renormalizability and the phase structure. We compare the model
with (R-on) and without (R-off) the curvature term and look at the behavior of the triple
point, which controls the extension of the problematic stripe phase. We inspect how the
model bares under the oscillator term switch-off procedure that ensures the λφ4

?-model’s
renormalizability and find that the stripe phase is pushed out of the phase diagram into
infinity. We finally conclude our study with Chapter 6. Appendices contain additional
simulation data and more details of the calculations and data fits.

3





Chapter 2

From NC QTF to matrix models

This chapter introduces somemathematical and physical ideas on whose shoulders rests the
main topic of this dissertation. We first start with the NC algebras, specifically the Moyal
NC plane and its close relative truncated Heisenberg algebra. We then introduce a quantum
field theory on NC space and explore unexpected problems with UV/IR mixing.

This chapter does not contain our original contributions, and its purpose is to set a stage
for our analysis. We do not go too deeply into the details, and more rigorous treatments (as
well as refreshing reviews) can be found in [41, 54, 55, 56].

2.1 NC algebras and products

In order to explore physics down the ladder of shrinking length scales, we need to use in-
creasingly large energy densities. Unfortunately, this would eventually lead to the formation
of a micro black hole, cutting off the access to the observed point. This type of argument
implies that (our knowledge of) classical continuous spacetime breaks down at small dis-
tances. As a remedy, inspired by canonical relations between position and momenta in QM
and by the quantization of its phase-space, we can promote the commutative coordinates
into noncommutative operators

[x̂µ, x̂ν] = iθ̂µν(x). (2.1.1)

The anti-symmetric function θ̂ has dimensions of length squared and is small compared to
Standard Model length scales, perhaps as small as the Planck scale. In principle, θ̂ can vary
from point to point. On such a space — similarly to the phase space of QM — holds a
spacetime uncertainty principle,

∆x̂µ∆x̂ν ≥
∣∣〈θ̂µν

〉∣∣
2

, (2.1.2)

which immediately hints towards a UV/IR mixing since concentrating on the small scales
along one direction forces the averaging over large ones along the other.

We are interested in the simplest case of constant non-commutativity — the Moyal space

5



CHAPTER 2. FROM NC QTF TO MATRIX MODELS 2.1. NC ALGEBRAS AND PRODUCTS

RD
θ . Its non-commutativity can be expressed as a block-diagonal matrix

θ̂µν(x) = θ
D/2⊕
k=1

ε
µν

(k) = θ
D/2⊕
k=1

(
+1

−1

)
, (2.1.3)

where D is dimension of the space in question. It will be useful to express the NC constant
θ in terms of the NC mass scale µ as

θ =
1
µ2 . (2.1.4)

We work mainly in D = 2 and in (2.1.1) immediately recognize the NC Heisenberg algebra.

The Heisenberg algebra h satisfies

[x, y] = i, (2.1.5)

and it has infinite dimensional matrix representation in the Fock basis (that is, energy basis
of harmonic oscillator)

xij = Xij =
1√
2
(δi,j+1

√
j + δi+1,j

√
i), (2.1.6a)

yij = Yij =
i√
2
(δi,j+1

√
j− δi+1,j

√
i), (2.1.6b)

or using the matrix notation

X =
1√
2



+
√

1

+
√

1 +
√

2

+
√

2 +
√

3

+
√

3 . . .

. . .


, (2.1.7a)

Y =
i√
2



−
√

1

+
√

1 −
√

2

+
√

2 −
√

3

+
√

3 . . .

. . .


. (2.1.7b)

Once we, in the spirit of the cutoff renormalization, restrict these matrices to N × N format,

6



2.1. NC ALGEBRAS AND PRODUCTS CHAPTER 2. FROM NC QTF TO MATRIX MODELS

they form the truncated Heisenberg algebra htr, defined in [16] as

[x, y] = i(1− z), [x, z] = +i{y, z}, [y, z] = −i{x, z}, (2.1.8)

with z having the matrix representation Zij = Nδi,jδi,N. Truncated matrices are thus

X =
1√
2



+
√

1

+
√

1 +
√

2

+
√

2 +
√

3

+
√

3 . . .

. . . +
√

N − 1

+
√

N − 1



, (2.1.9a)

Y =
i√
2



−
√

1

+
√

1 −
√

2

+
√

2 −
√

3

+
√

3 . . .

. . . −
√

N − 1

+
√

N − 1



, (2.1.9b)

Z =

0N−1

N

 . (2.1.9c)

By introducing the strength ε of NC, we can further generalize htr into the modified
truncated Heisenberg algebra htrε which satisfies

[x, y] = iε(1− z), [x, z] = +iε{y, z}, [y, z] = −iε{x, z}, (2.1.10)

This allows us to play with the NC strength and make the following connections in the
appropriate limits

commutative limit ε→0←−−−− htrε
ε→1−−−−→ htr

z→0−−−−→
N

w−→∞
h.
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CHAPTER 2. FROM NC QTF TO MATRIX MODELS 2.1. NC ALGEBRAS AND PRODUCTS

Algebra htrε is axially symmetric [57] with the rotation generator:

M = iε(x2 + y2 + z). (2.1.11)

So far, we have been describing dimensionless coordinates. To make the final connection
to (2.1.1), we substitute (x, y, z) with (µx, µy, µz), where x, y, z now have the dimension of
length.

In [16], differential calculus was defined on htrε using the frame formalism, forming a
curved NC space as a background for scalar, spinor and gauge models. Differentials are
generated by the momenta [pα, · ]. The choice of momenta is not unique, one being

εp1 = iµ2y, εp2 = −iµ2x, εp3 = iµ
(

µz− 1
2

)
, (2.1.12)

leading to a scalar curvature

R =
11µ2

2
+ 4iεµp3 + 8ε2(p2

1 + p2
2)

=
15µ2

2
− 4εµ3z− 8ε2µ4(x2 + y2). (2.1.13)

Other choices have also been studied, leading to the same quadratic form of curvature shifted
only by a constant proportional to the identity matrix. In its matrix representation, on the
relevant subspace z = 0, and in units µ = 1, the curvature has a form:

R =
31
2

1−16



1
2

3
. . .
N − 1

N/2


N×N

. (2.1.14)

In its eigenvalues, we recognize the energy levels of the harmonic oscillator.

Let us now return to Moyal space. Once we introduce the mass scale, it is connected
to spaces of our truncated algebras through an infinite matrix limit. The NC of coordinate
operators can be viewed as the NC of ordinary functions equipped with an extraordinary
star product

( f ? g)(x) = lim
y,z→x

exp
(

iθµν

2
∂

∂yµ

∂

∂zν

)
f (y)g(z), (2.1.15)

or, in a condensed notation
f ? g = f ei/2 ~∂ θ~∂ g. (2.1.16)

We can expand the right-hand side to see that the first term is just the standard commutative
product and the higher terms are NC corrections. We can also easily see that a product of
coordinates no longer commutes

[xµ, xν]? = iθµν. (2.1.17)

Namely, since higher derivatives are zero, we are left with only the first term of the exponent

8



2.2. UV/IR MIXING CHAPTER 2. FROM NC QTF TO MATRIX MODELS

expansion

[xµ, xν]? = xµ ? xν − xν ? xµ

= (1 + iθµν/2)− (1 + iθνµ/2) = iθµν. (2.1.18)

The star-product has a number of nice properties under integration. When we deal with
product of only two functions, we can drop the star andworkwith the ordinary commutative
product ∫

f1 ? f2 =
∫

f1 f2 =
∫

f2 f1. (2.1.19)

This means that the propagator of the field living on this space will not be affected by NC.
When we add more functions, this leads to cyclicity under the integral∫

f1 ? f2 ? · · · ? fn−1 ? fn =
∫
( f1 ? f2 ? · · · ? fn−1) fn (2.1.20)

=
∫

fn( f1 ? f2 ? · · · ? fn−1) (2.1.21)

=
∫

fn ? f1 ? f2 ? · · · ? fn−1, (2.1.22)

so the integral behaves like a trace, giving the first green light for a trip to the land ofmatrices.

We are now ready to see what happens when we try to define a simple scalar theory on
this unusual space.

2.2 UV/IR mixing

UV/IRmixing in D-dimensional case of scalar λφ4
? is nicely presented in [41]. A 2-dim gauge

theory example is found in [58] and [59].

Let us consider a real λφ4
? on a D-dimensional Moyal space

S[φ] =
∫

dDx
(

φ
(
−∂2 + m2

)
φ +

λ

4!
φ ? φ ? φ ? φ

)
. (2.2.23)

The background field method, where we decompose the field into a solution of the classical
equation of the motion φ∅ and the quantum fluctuation δφ

φ = φ∅ + δφ, (2.2.24)

after integration over fluctuations gives the effective action. In the momentum space, the
part that we are interested in, which is quadratic in the field, reads

S(2)
eff =

∫ dD p
(2π)D |φ∅(p)|2(p2 + m2)+

+
λ

4!

∫ dD p
(2π)D |φ∅(p)|2

∫ dDk
(2π)D

2 + exp
(
−ikiθij pj

)
k2 + m2 . (2.2.25)

9



CHAPTER 2. FROM NC QTF TO MATRIX MODELS 2.2. UV/IR MIXING

The first term is just the standard commutative inverse propagator. The second term contains
one-loop quantum corrections from planar (pl) and non-planar (np) self-energy diagrams,
shown in Figure 2.1:

Σpl =
λ

4!

∫ dDk
(2π)D

2
k2 + m2 , (2.2.26a)

Σnp =
λ

4!

∫ dDk
(2π)D

exp
(
−ikiθij pj

)
k2 + m2 =

λ

4!

∫ dDk
(2π)D

exp(−iθk× p)
k2 + m2 . (2.2.26b)

The antisymmetric product × := ⊕ εij notation stresses the non-planar nature of the Σnp
diagram (p× p = 0).

We can trade off integration over momenta for integration over dimensionless parameter
by using Schwinger parametrization

1
k2 + m2 =

∞∫
0

dα e−α(k2+m2). (2.2.27)

The integral in the non-planar term reads

Iθ(p) =
∫ dDk

(2π)D
e−iθk×p

k2 + m2 =
1

(4π)d/2

∞∫
0

dα

αd/2 e−αm2−
(θij pj)

2

4α . (2.2.28)

Its problematic behaviour at the lower bound α = 0 can be regularized by multiplying the
integrand by the cutoff-dampened exponential

exp
(
− 1

αΛ2

)
, (2.2.29)

leading to

Iθ(p, Λ) =
1

2π

(
mΛeff

4π

)D−2
2

K D−2
2

(
2m
Λeff

)
, (2.2.30)

with the effective cutoff defined as

1
Λ2

eff
=

1
Λ2 +

(θij pj)
2

4
. (2.2.31)

Using the small argument expansion of the modified Bessel function K, we finally obtain

Σnp =



λ

96π
log

Λ2
eff

m2 + · · · , D = 2,

λm2

384π2

(
Λ2

eff
m2 − log

Λ2
eff

m2

)
+ · · · , D = 4.

(2.2.32)

10



2.2. UV/IR MIXING CHAPTER 2. FROM NC QTF TO MATRIX MODELS
2.3. GROSSE-WULKENHAAR MODEL CHAPTER 2. FROM NC QTF TO MATRIX MODELS

p

k
p

k

Figure 2.1: Planar (left) and non-planar (right) self-energy Feynman diagrams.

(and in the naive commutative limit θ → 0) since in this case the Λeff diverges

Λeff(Λ→ ∞) =
2∣∣θij pj
∣∣ . (2.2.34)

Since the small momenta here effectively acts as a large momentum divergence, though its
NC-inverse, this effect is known as the UV/IR mixing.

Interestingly, these seems to be no UV/IR mixing on the fuzzy sphere [9]. In this case, the
relevant parts of planar and nonplanar diagram cancel out leaving a well defined logarithmic
UV divergence in the mass term

δm2
ren(S

2
N) =

λ

8π

N

∑
J=0

2J + 1
J(J + 1) + m2 ∼ log N, (2.2.35)

and what is called a noncommutative anomaly:... Also, the work on S3... Add
more
details
on these
two
points.

Add
more
details
on these
two
points.

2.3 Grosse-Wulkenhaar model

Due to UV/IR mixing, we cannot renormalize the ϕ4
⋆ model. Grosse and Wulkenhaar

proposed a solution to this problem by introducing an additional harmonic oscillator Ω-
term [13, 14, 15]

SGW =
∫

dxD

(
1
2

∂µϕ ⋆ ∂µϕ +
Ω2

2
((θ−1)µρxρϕ) ⋆ ((θ−1)µσxσϕ)

+
m2

2
ϕ ⋆ ϕ +

λ

4!
ϕ ⋆ ϕ ⋆ ϕ ⋆ ϕ

)
, (2.3.36)

or in a condensed form

SGW =
∫ 1

2
(∂ϕ)2 +

Ω2

2
((θ−1x)ϕ)2 +

m2

2
ϕ2 +

λ

4!
ϕ4. (2.3.37)

This solved the UV/IR mixing problem at zero momentum, possibly due to Langman-Szabo
dual form of this action [12], which introduces a symmetry between large and small energy Add ex-

pression.
Add ex-
pression.scales in the spirit of T-duality. The GW renormalizability analysis in [13] is quite involved

and conducted in the matrix base.

11

Figure 2.1: Planar (left) and non-planar (right) self-energy Feynman diagrams.

The expressions for Σpl are obtained by setting θ = 0, i.e. by replacing Λeff → Λ. Putting
them together gives the effective action

S(2)
eff =

∫ d2p
(2π)2

(
p2 + m2 +

λ

48π
log

Λ2

m2 +
λ

96π
log

Λ2
eff

m2

)
|φ∅(p)|2. (2.2.33)

As we can see, the first log-term in the action can be absorbed in the mass renormalization.
The second log-term is finite in the momentum UV regime even after removal of the cutoff.
However, in the IR regime p2 → 0 (and in the naive commutative limit θ → 0), it causes the
two-point function to diverge together with the cutoff Λeff

Λeff(Λ→ ∞) =
2∣∣θij pj
∣∣ . (2.2.34)

Since the small momenta here effectively acts as a large momentum divergence, though its
NC-inverse, this effect is known as the UV/IR mixing.

Interestingly, according to [9], there seems to be no UV/IR mixing on the fuzzy sphere.
In this case, the relevant parts of planar and non-planar diagram cancel out leaving a well
defined logarithmic UV divergence in the mass term

δm2
ren(S

2
N) =

λ

8π

N

∑
J=0

2J + 1
J(J + 1) + m2 ∼ log N. (2.2.35)

There is, however, an additional term in the effective action called an NC anomaly

− λ

24π

∫
φh(∆̃)φ, (2.2.36)

where ∆̃ is a function of the Laplacian whose eigenfunctions are sphere harmonics

∆̃YL
l = LYL

l , (2.2.37)

and h is a harmonic number

h(L) =
L

∑
k=1

1
k

, h(0) = 0. (2.2.38)
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CHAPTER 2. FROM NC QTF TO MATRIX MODELS 2.3. GROSSE-WULKENHAAR’S MODEL

2.3 Grosse-Wulkenhaar’s model

Due to UV/IR mixing, we cannot renormalize the λφ4
? model. Grosse and Wulkenhaar

proposed a solution to this problem by introducing an additional harmonic oscillator Ω-
term [13, 14, 15]

SGW =
∫

dxD

(
1
2

∂µφ ? ∂µφ +
Ω2

2
((θ−1)µρxρφ) ? ((θ−1)µσxσφ)+

+
m2

2
φ ? φ +

λ

4!
φ ? φ ? φ ? φ

)
, (2.3.39)

or in a condensed form

SGW =
∫ 1

2
(∂φ)2 +

Ω2

2
((θ−1x)φ)2 +

m2

2
φ2 +

λ

4!
φ4. (2.3.40)

The added term solved the UV/IR mixing problem at zero momentum, possibly due to
Langman-Szabo (LS) dual form of this action [12], which introduces a symmetry between
large and small energy scales in the spirit of T-duality. The LS-dual term seems to counteract
the IR divergence of the kinetic term in the action [57]. The GW renormalizability analysis
in [13] is quite involved and conducted in the matrix base.

We will restrict ourselves to two-dimensional case since it is connected to the matrix
model we studied. In D = 2 the model is superrenormalizable with the divergent part of
the mass renormalization given by [60]

δm2
ren =

λ

12π(1 + Ω2)
log

Λ2θ

Ω
, (2.3.41)

where Λ represents the renormalization momentum cutoff scale. Since Ω itself does not
renormalize, it turns out that it is possible to redefine the λφ4

? as a Ω → 0 limit of the series
of these super-renormalizable models. Parameter Ω then serves as a series label [61], and it
is chosen to satisfy

1−Ω2

1 + Ω2 =

√
1− 1

(1 + log(Λ/Λren))2 , (2.3.42)

that is
Ω ∼ 1

log Λ
. (2.3.43)

As one can see, in the equation (2.3.41), Ω can not be directly set to 0, reflecting the zero-
momentumUV/IRdivergence. The slowly decreasingΩ in (2.3.43) circumvents this problem
and adds a sub-leading divergence to the mass renormalization.

As we already mentioned in the introduction, the GW harmonic oscillator has a nice
geometrical interpretation. Namely, in [16], it is shown that the GWmodel is obtained in the
large N limit from the model of a scalar field on htr

Sh =
∫ √

g

(
1
2
(∂φ)2 − ξ

2
Rhφ2 +

m2
h

2
φ2 +

λh

4!
φ4

)
. (2.3.44)
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The oscillator Ω-term from (2.3.39) is here partially absorbed into the kinetic term. The rest
is contained in the product of the curvature Rh and the field. As a quick confirmation, we
can see from (2.1.13) and (2.3.39) that both Ω-term and Rh are quadratic in NC coordinates.

13





Chapter 3

Phase transition simulation

This chapter contains the results of the original research. It is partially based on [46]. We
here introduce the simulated matrix model and discuss the details and performance of the
used simulation algorithm.

3.1 Matrix model

The GWmodel (2.3.44) can be converted into a matrix model using the Weyl transform [41]:

φ←→ Φ,
∫
←→

√
det 2πθ tr . (3.1.1)

We investigated its matrix regularization SN

SN = tr
(

ckΦKΦ− crRΦ2 − c2Φ2 + c4Φ4
)

, (3.1.2)

in which the field Φ is a N × N Hermitian matrix, K the kinetic operator

KΦ = [Pα, [Pα, Φ]], (3.1.3)

dependant on momenta Pα

P1 = −Y, P2 = X, (3.1.4)

and R the curvature of htr space projected onto Z = 0 section

R = R 1−8
(

X2 + Y2
)

, R =
15
2

. (3.1.5)

All originally dimensionful quantities are here expressed in units of µ. The minus sign
in front of the mass term is chosen for convenience, so that positive c2 parameterizes the
relevant portion of the phase diagram, while positive c4 ensures that SN is bounded from
below. They will be accompanied by the rescaled model parameters

c̃2 =
c2

N
, c̃4 =

c4

N
. (3.1.6)
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CHAPTER 3. PHASE TRANSITION SIMULATION 3.1. MATRIX MODEL

The parameters of the GW model and our matrix model are closely related, and their exact
connection is given in Appendix A.

In order to construct the phase diagram of our model, we need to find thermodynamic
observables (Figure 3.1):

• energy per degree of freedom

E =
〈SN〉
N2 , (3.1.7)

• kinetic energy per degree of freedom

Ek =
〈ck tr ΦKΦ〉

N2 , (3.1.8)

• heat capacity per degree of freedom

C =
Var SN

N2 , (3.1.9)

• magnetization per eigenvalue

M =
〈| tr Φ|〉

N
, (3.1.10)

• staggered magnetization per eigenvalue

M± =
〈|tr((1N/2⊕(− 1N/2))Φ)|〉

N
, (3.1.11)

• magnetic susceptibility per eigenvalue

χ =
Var |tr Φ|

N
, (3.1.12)

• staggered magnetic susceptibility per eigenvalue

χ± =
Var |tr ((1N/2⊕(− 1N/2))Φ)|

N
, (3.1.13)

• Binder cumulant

U = 1−
〈
| tr Φ|4

〉
3
〈
| tr Φ|2

〉
2 . (3.1.14)

We also need to keep an eye on the distribution of eigenvalues and traces of the field.
Expectation value 〈O〉 and variance VarO of the observable O are given by

〈O〉 =

∫
dΦO e−S∫

dΦ e−S
, VarO = 〈O2〉 − 〈O〉2. (3.1.15)

We computed standard uncertainties ∆O from decorrelated data at 68% confidence level.
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Figure 3.1: Example profiles of simulated thermodynamic observables for N = 16,
(ck, cr, c̃4) = (1, 0, 0.25), as functions of rescaled mass parameter c̃2 = c2/N, with dis-
ordered phase colored in yellow/orange and ordered phases in different shades of blue.
Transitions are driven by changes in shape of the eigenvalue distribution ρλ, as captured in
the top row at c̃2 = 0.5, 1.0, 2.0 (left to right). We see two transitions as two peaks in C and
matching (would-be-) peaks in χ. We also easily see l and ↑↑ phases in plots of M and U,
while the ↑↓ phase is clearly visible in M±, χ±, and in Ek. Energy distribution ρS in the
bottom left figure lives at c̃2 = 1.4, near the border of two ordered phases, and represents
two competing states with different energies, each belonging to one of the phases. A jump
between those states causes a 1st order transition and prominent peaks in C and χ. The
remaining shy peak in C signals a 3rd order transition and it is similar in shape to the well
known 3rd order transition of the PP model shown in Figure 4.1. Finally, the center bottom
figure lives at c̃2 = 1.39 and reveals ↑↓ phase to be a mixture of different local minimum field
configurations with different ratios of positive and negative eigenvalues. Magnetization and
traces are expressed in units of

√
N 〈tr Φ2〉, eigenvalues in units of

√
tr Φ2/N, and S in units

of c̃ 2
2 /(4c̃4). Errorbars are mostly covered by data markers.
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Let us note that just defined thermodynamic observables are intensive in matrix size.
Factor 1/N counteracts the instances of trace, but it is not immediately obvious that we need
to divide by N2. At first glance, it seems counter-intuitive that variances have the same N
dependence as the means since they explicitly include the squares of the means. However, if
we introduce the temperature T as the inverse prefactor in the exponent of the path integral

E(T) =

∫
dΦ S e−S/T∫
dΦ e−S/T

, (3.1.16)

we can find the specific heat as

C(T) =
∂E(T)

∂T
. (3.1.17)

Setting T = 1 recovers our initial definitions. Since the N dependence stems not from the
temperature but from the action itself, we conclude that E(T) and C(T) must both be of the
same order in N. The analogue argument holds for M and χ.

The Lebesgue measure for integration of Hermitian matrices Φ is defined as a product of
differentials of all real degrees of freedom

dΦ = ∏
i<j

dRe Φij dIm Φij ∏
k

dΦkk. (3.1.18)

Since a Hermitian matrix can be represented as a product of a diagonal matrix Λ = diag λi
containing the real eigenvalues of Φ and a unitary matrix U (radial-angular decomposition),
we can perform a change of variables in the path integral and write

dΦ = dUdΛ ∆2(Λ), (3.1.19)

where the Vandermonde determinant ∆(Λ)

∆(Λ) = ∏
1≤i<j≤N

(λj − λi), (3.1.20)

comes from the Jacobian of the transformation. When the action can be diagonalized using
unitary transformation, we can integrate out the unitary degrees of freedom. This means
that in the absence of kinetic and curvature terms, it is possible to simplify the integration
over Hermitian matrices in (3.1.15), leaving only computationally much cheaper integration
over eigenvalues. With kinetic term included, it is not possible to simultaneously diagonalize
all four contributions, and we had to settle with working with relatively small matrix sizes
in order to keep the simulation time manageable. Assuming

〈O〉 = lim
N→∞

〈O〉N , 〈O〉N = 〈O〉
(

1 +
ω1

N
+

ω2

N2 + · · ·
)

, (3.1.21)

observable estimate at a percent level precision would require N ∼ 100. The largest matrix
size we used was N = 70, so we have a reasonable confidence in the extrapolations from the
collected simulation data.

Phase transitions in finite systems form smeared finite peaks and edges in profiles of
free energy derivatives, as we can see in example data from our simulations in Figure 3.1.
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Different quantities yield slightly different estimates of transition points, but they ultimately
converge for large enoughmatrices. To locate them, we scanned through parameter space by
varying c2 at fixed c4, which played a role of temperature, and searched for peaks in C and
χ. We modeled peaks with a triangular distribution of width w and then took w/(2

√
6) as a

measure of uncertainty of their position, which gives 65% confidence interval. The edges of
the triangular distribution are taken to lie at least 2-3 standard errors below the best choice
for the maximum, with at least two points in proper increasing/decreasing order on each
side of the maximum.

Already the analysis of the classical action provides a clue about the structure of the
phase diagram. The equation of motion reads

2ck[Pα, [Pα, Φ]]− cr{R, Φ}+ Φ
(
−2c2 + 4c4Φ2

)
= 0, (3.1.22)

and its kinetic, curvature and pure potential parts are respectively solved by

Φ =
tr Φ
N

1, Φ = 0, Φ2 =

 0 for c2 ≤ 0,
c2 1
2c4

for c2 > 0.
(3.1.23)

Obviously, competition is at work between three types of vacua characteristic of three phases
discovered in the related matrix models [41] and depicted in Figures 3.1, 3.2 and 3.3:

• disordered l-phase—dominant contributions come fromoscillations around the trivial
vacuum 〈Φ〉l = 0,

• non-uniformly ordered l-phase (also: striped phase, matrix phase) — dominant con-
tributions come from oscillations around 〈Φ〉↑↓ ∝ U 1±U†, U being a unitary matrix
and 1± non-trivial square roots of the identity matrix,

• uniformly ordered ↑↑-phase— dominant contributions come from oscillations around
〈Φ〉↑↑ ∝ 1.

The pure potential (PP) model, with only mass and quartic term, exhibits the l-phase for
c2 < 0 and a 3rd order phase transition between l and ↑↓ phases for large enough c2 > 0.
When the kinetic term is turned on, the ↑↑-phase also appears. The ↑↓-phase is a matrix
equivalent of the stripe phase. Large mass parameter lives in the ↑↑-phase, and large quartic
coupling in the l-phase, with the ↑↓-phase nested in between. The phases meet at a triple
point.

It turns out that the kinetic part of the action Ek and staggered magnetization/suscep-
tibility are excellent indicators of the matrix phase. The Pα-commutators annihilate highly
symmetric 0 and 1 vacuum states, while yielding non-zero contributions on 1±.

The phases can also be characterized by the field’s eigenvalue distribution (Appendix
B). One-cut deformed Wigner semicircle distribution corresponds to the l-phase, two-cut
distribution to the ↑↓ and one-cut asymmetric distribution to the ↑↑ phase. Since eigenvalues
come from twin vacua connected by Z2-symmetry, for large enough matrices system gets
stuck in one of them, and we see asymmetric ↑↓ and ↑↑ distributions as in Figure 3.1,

19



CHAPTER 3. PHASE TRANSITION SIMULATION 3.1. MATRIX MODEL

5

10

15

20

5 10 15 20

0 0.3 0.6 0.9

5

10

15

20

5 10 15 20

-0.0002 0 0.0002

5

10

15

20

5 10 15 20

-0.0002 0 0.0002

5

10

15

20

5 10 15 20

0 0.3 0.6 0.9

5

10

15

20

5 10 15 20

-0.002 0 0.002

5

10

15

20

5 10 15 20

-0.002 0 0.002

5

10

15

20

5 10 15 20

0 0.025 0.050

5

10

15

20

5 10 15 20

-0.001 0 0.001 0.002

5

10

15

20

5 10 15 20

-0.001 0 0.001

Figure 3.2: 〈Φ〉 in three phases for N = 24 and (cr, c̃4) = (0, 2). /top/ ↑↑-phase at c̃2 = 7.
/middle/ ↑↓-phase at c̃2 = 4. /bottom/ l-phase at c̃2 = 1. Re and Im parts of the matrix are
separately shown. Averaging is performed over the tr Φ > 0 to extract one of the opposite-
sign twin-vacua, however this procedure does not remove the sum over unitary rotations in
the Φ↑↓ case.
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Figure 3.3: /left, middle/ Near most probable Φ configuration in the ↑↓-phase for N = 24
and (c̃4, c̃2) = (2, 4). /right/ Schur decomposition of Φ into diagonal eigenvalue form,
where the opposite-sign eigenvalues are now clearly visible.

accompanied by asymmetric trace distributions. Additionally, Binder cumulant changes
sigmoidallywithmassparameter, going from 0 in the l-phase to 2/3 in the ↑↑-phase, deviating
into a valley in the ↑↓-phase (Figure 3.1).

For the inspected part of parameter space, the l→↑↓ transition is visible for N ≥ 16 and
the transition to ↑↑-phase is hard to access (similarly to [28]) for values of c4 that allow all
3 phases to occur. The phase diagram anchoring is mostly done on the l→↑↑ transition
line. More details about the transitions and also a discussion of transition order and critical
exponents are provided in Appendix C.

Our analysis indicates a novel modification of ordered phases. Namely, when the kinetic
term is negligible (e.g. field near ∝ 1) and c2 ≥ maxi cr|Rii|, a diagonal solution exists that
combines the effects of the curvature and the potential and which deforms the vacuum of
the ordered phases:

Φ2 =
c2 1+crR

2c4
. (3.1.24)

A more detailed analysis of this configuration is left for Section 4.6.

Since we performed parallel hybridMonte Carlo simulations to measure various thermo-
dynamic observables, we will now discuss the used numerical method.

3.2 Hybrid Monte Carlo

In order to extract the information about the phase transitions, we must find how the ex-
pectation values of relevant observables vary as we change the parameters of the system.
Monte Carlo method [62, 63, 64], in a nutshell, replaces the path integrals in expectation
values by appropriate integral sums over a sufficiently large sample {Φs} of randomly gen-
erated matrix-field configurations. This turns the expectation values of the observables into
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Figure 3.4: Simulation data history example for N = 24 at (ck, cr, c̃2, c̃4) = (1, 0.2, 6, 3). We
see transitionbetween the false vacua indicatedbydashed lines. Data is partiallydecorrelated
with every 4th point shown.

averages over NMC generated configurations

〈O(Φ)〉 ≈ 1
NMC

NMC

∑
s=1
O(Φs). (3.2.25)

We performed our simulation in C++ using Eclipse IDE loaded with Armadillo and BLAS
libraries. Our code was also parallelized to work withOpenMP. The simulation is performed
in 26 repeated copies run over 24 parallel threads. Each simulation gathered at least 210

(somewhat) decorrelated MC steps. First derivatives of free energy and their uncertainties,
as well as second derivatives, were obtained for each copy and then averaged over the copies.
Second derivatives’ uncertainties were gathered from the distribution of the copies of the
simulation.

In order to speed up the generation of field configuration obeying the action-generated
distribution exp(−SN), we used the Hybrid Monte Carlo. The method consists of extending
the systemby introducingmomentumΠT conjugate tofieldΦ. In order topreserve ergodicity
and phase volume element conservation Π is also a N × N Hermitian matrix. This way we
can define a Hamiltonian for the extended system

H(Φ, Π) =
1
2

tr Π2 + SN(Φ), (3.2.26)

and generate field configurations by using Hamiltonian dynamics. Derivatives with respect
to matrix elements of Φ and Π, which appear in the Hamilton equations

dΦij

dt
≡ Φ̇ij = +

∂H
∂Πji

,
dΠij

dt
≡ Π̇ij = −

∂H
∂Φji

, (3.2.27)

are defined as
∂Φi1 j1
∂Φi2 j2

= δi1i2δj1 j2 ,
∂Πi1 j1
∂Πi2 j2

= δi1i2δj1 j2 , (3.2.28)
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Figure 3.5: Simulation data history example for N = 24 at (ck, cr, c̃2, c̃4) = (1, 0.2, 6, 3).
Data is partially decorrelated with every 4th point shown.

and dot-derivative is with respect to Monte Carlo “time” t, which keeps track of steps in the
simulation.

Momentum derivative of the added “momentum” term

∂

∂Πji

(
1
2

tr Π2
)
= Πij, (3.2.29)

gives the field’s time-evolution equation

Φ̇ = Π. (3.2.30)

Field derivative is somewhat more complicated due to a double commutator in the kinetic
term of SN:

Π̇ = 2ck(PαΦPα − {PαPα, Φ})− 2cr{R, Φ} − 2c2Φ− 4c4Φ3. (3.2.31)

Equations (3.2.30) and (3.2.31) are then integrated using the Leapfrog integration that repeats
the steps

IΦ : (Φ, Π)→ (Φ + Φ̇δt, Π), IΠ : (Φ, Π)→ (Φ, Π + Π̇δt), (3.2.32)

in the following order
(IΦ(δt/2) ◦ IΠ(δt) ◦ IΦ(δt/2))Niter , (3.2.33)

where Niter is the number of iterations between two accept/reject decisions. Niter is chosen
such that Niter & 20 and Niterδt = O(1). This chain of transformation leads from the old field
configuration Φold to a proposed new field configuration Φnew that might participate in the
integral sum of the path integral.

At the end of a round of numerical integration, we perform the Metropolis test to chose
whether to accept the proposed Φnew field configuration or not. In order to generate the
appropriate probability distribution given by

e−SN dΦ, (3.2.34)
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we first generate a random number r from a uniform distribution over the unit interval
r ∈ [0, 1]. Then, r is compared with an energy weight ratio between the current and the new
state

e−SN(Φnew)

e−SN(Φold)
= e−∆SN (3.2.35)

and

• if r < e−∆SN , we accept the proposal,

• if r > e−∆SN , we keep the old field.

The procedure is set to guide the field towards more probable states with lower energy, since

∆SN < 0 ⇒ e−∆SN > 1 > r, (3.2.36)

in which case Φnew is accepted with 100% probability. Examples of averaged and highly
probable field configurations are shown in Figures 3.2 and 3.3.

We varied time step δt to achieve an optimal acceptance rate. The acceptance rate of 65%
[65] is suitable for large matrices, but smaller matrices need higher values, even above 90%.

The validity of the algorithm was checked by numerical evaluation of the Schwinger-
Dyson identity (SDI), and comparison to the expected theoretical value which is easy to find.
Also, we repeated the results for the PP model, since it is well established in literature, both
analytically and numerically. The SDI is derived from an integral over a full differential∫

dΦ
∂

∂Φij

(
Φij e−SN

)
= 0. (3.2.37)

It states that 〈
tr
(

2ckΦ[Pα, [Pα, Φ]]− 2crRΦ2 − 2c2Φ2 + 4c4Φ4
)〉

= N2, (3.2.38)

or
2
〈

S(2)
N

〉
+ 4

〈
S(4)

N

〉
= N2, (3.2.39)

where S(i)
N denotes the part of the action containing ith powers of the field.

Systems with multiple false vacua tend to slowly switch between deep potential wells,
causing problems with ergodicity and being stuck around the wrong potential minimum.
One way to partially account for this is to start a simulation around the correct vacuum
choice and then take its results as the best estimate of simulated observables (Appendix D).
The true vacuum can be identified by having the lowest energy based on a short simulation
run.

3.3 Autocorrelation

Since the generation of a newfield proposal depends on the previous field configuration used
in the simulation, we are to expect, to a lesser or greater extent, the autocorrelation between
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Figure 3.6: ACFs near the l→↑↑ transition line and their residuals. Data is gathered from
susceptibility χ for N = 24 at (ck, cr, c̃2, c̃4) = (1, 0, 0.04, 0.005).

those states. The autocorrelation poses a problem since it reduces an effective number of
points over which the integral sum is performed, thus increasing the error in the assessed
quantities. In extreme cases, it can lead to a quite biased sampling of the configuration
space. Let us briefly discuss how we obtained decorrelated quantities necessary for the
correct observable averaging.

The s-steps apart autocorrelation function CO(s) for the observable O generated in a
Markov chain of the length NMC is of the form

CO(s) =
1

NMC − s

NMC−s

∑
t=1

(Ot − 〈O〉)(Ot+s − 〈O〉)
σ2
O

, (3.3.40)
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Figure 3.7: Large lag behaviour of ACFs near l → ↑↑ transition line. Data gathered from
susceptibility χ for N = 24 at (ck, cr, c̃2, c̃4) = (1, 0, 0.04, 0.005).

where

〈O〉 = 1
NMC

NMC

∑
t=1
Ot, σO =

√
1

NMC − 1

NMC

∑
t=1

(Ot − 〈O〉)2. (3.3.41)

The function CO(s) generically drops like an exponential

CO(s) ∼ e−s/τO , (3.3.42)

τO being the observable’s O autocorrelation “time” (steps simultaneously measure the in-
crease in simulation time). Each observable has its own, in principle different, autocorrelation
time.

We pre-measured autocorrelation function for NMC = 212 and found the effective τO for
each relevant observable as the time needed for a e-fold ACF decrease

CO(τO) =
1
e

. (3.3.43)

These times were maximized over measured observables and finally rounded up to the
nearest power of 2 (since our data is organized in powers of 2) to obtain the combined
effective AC time τ

log2 τ =

⌈
log2 max

O
τO

⌉
, O ∈

{
S, S2, |tr Φ|, |tr Φ|2

}
. (3.3.44)

We then proceeded with at least NMC = 210τ steps, taking each τth to decorrelate our data.
In the critical slowdown region we limited τ ≤ 25, to make simulation times manageable.

An example of the simulated ACF is provided in Figures 3.6 and 3.7. The ACF is found
by averaging 400 repeated runs of simulation. We found that ACF for S exhibits modified
stretched exponential behaviour, similar to [66],

C ∼∑
i

cie−(s/τi)
λi

(1 + s)vi
, (3.3.45)
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Figure 3.8: Large lag behaviour of hypothetical ACF. For s ∈ [150, 850] the ACF is C =
−0.00130(2).

with different coefficients for small and large lag:

CS = 0.88(2)e−s/10.0(9) 1 + 0.08(2)s
1 + 0.62(4)s

+ 0.096(4)e−s/45(1), (3.3.46)

CM = 0.13(2)e−s/0.66(6) cos πs + 0.84(2)e−(s/2.81(4))0.92(2)
+ 0.038(4)e−s/7(1). (3.3.47)

Such ACF are observed in glassy systems and spin glass.

In Figure 3.7 we can see an unexpected slightly negative average correlations at the large
lag: −0.00432(4) for S and−0.00145(4) for M. Since the data are gathered near the transition
line, we considered a possibility that this is caused by oscillations between two close states
that are not well resolved in eigenvalue distributions, which resembles the two-state Markov
mixture model [67].

Let us inspect what happens with ACF fit-residuals where multiple local minima of the
potential are present. In the simplest case, the appropriate observables O would oscillate
around the two values O1 and O2 about the same amount of time, occasionally jumping
between them. Averages on the small time scales would be Oi but overall they would
combine into 〈O〉 = (O1 + O2)/2. The correlator at the lag near the average time spent
around the minima would therefore be〈

(Oi + δOi)
(
Oj + δOj

)〉
= OiOj +O{i

〈
δOj}

〉
+
〈
δOiδOj

〉
≈ OiOj, (3.3.48)

which differs from the average value by

(〈O〉 ± ∆O)(〈O〉 ∓ ∆O)− 〈O〉2 = −∆2O, (3.3.49a)

∆O =
|O1 −O2|

2
. (3.3.49b)

This would result in a negative AC coefficient starting with that lag, until reverting to
oscillations around the starting state. Different time spent in each state would modify the
shape of the ACF.

We tested this hypothesis on the following model. We generated normally distributed
data with standard deviation 1 around two close states O1 = −0.02 and O2 = +0.02. We
assumed that the O1 has the lower energy and that the average time spent in this state is
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Figure 3.9: Standardized residuals of the phase transition line fits c̃2 = f (c̃4). Data gathered
from C for N = 24 at (ck, cr) = (1, 0).

thus greater than the average time spent around O2. Starting from the higher energy state,
we alternated between these states so that time spent aroundO1 was randomly chosen from
the interval [1000, 2000], and the time spent around O2 randomly chosen from [100, 200].
The ACF for this data in Figure 3.8 is negative at the shown large lag interval and correctly
reproduces the characteristics of the simulation ACF.

Let us finally see how the data behaved in different phases and consider the influence of
the autocorrelation on transition line fits.

For the fixed NMC and time step, the uncertainty of C and χ grew larger with entering
the (partly-)ordered phase. Our intuition is that this is not due to autocorrelation but due
to ergodic problems, namely with simulation being trapped around a local minimum for a
prolonged time, thus being unable to produce a stable eigenvalue distribution in a short time
and to scan the configuration space of the field properly.

It can be seen that residuals for the ↑↓ → ↑↑ transition line fit are spread about two times
wider than expected from normally distributed random error (Figure 3.9). This indicates
that we underestimated our error and that the systematic error is probably significant (but at
least partly canceled since we have a dispersion of the error around zero). Unfortunately, this
can only be resolved by increasing the run time of the simulation. For example, the N = 4
model with (ck, cr, c̃2, c̃4) = (1, 0, 11, 5), needed 224 decorrelated steps (226 in total) to reach
a fairly symmetric distribution of traces and visit all the false vacua. Since the number of
possible false vacua increases at least linearly with N, we expect the step estimate to rise to
at least O(222N) and possibly exponentially with N. Having in mind the naive estimate of
matrix multiplication time O(N3), stemming from one sum for each of N2 matrix entries

(AB)ij =
N

∑
k=1

AikBkj, (3.3.50)

the simulation time estimate becomes at least O(224N4). A novel approach to the problem
of simulation being stuck in a false vacuum, based on the eigenvalue flipping, is presented
in [68] and could perhaps dramatically reduce the required simulation times.
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Chapter 4

Submodels and phase diagrams

This chapter contains the results of the original research. It is chiefly based and draws heavily
on [46, 69].

We here analyze the scaling of ourmodel term by term and construct the phase diagrams.
For more details on matrix models see [70].

4.1 Parameter scaling

Phase diagram of family of models SN(ck, cr, c2, c4; Φ) is expected to converge to a well-
defined non-trivial large N limit only if we properly choose the scaling of the models’
parameters. Additionally, the scaling allows us to zoom in on the characteristic features of
the diagram as we increase the matrix size. The wrong choice of scaling would, instead of
large N stabilization, cause the drifting of transition points either towards zero or infinite
values in the parameter space. This fact can be used to identify the correct choice of scaling.
It turns out, however, that discriminating between choices based on data is not trivial.

According to [53], the partition function of the Hermitian Gaussian matrix model, which
contains only the mass term, is

ZGauß(c2) =
∫

H(N)

dΦ e−c2N tr Φ2
= 2N/2

(
π

2c2

)N2/2

. (4.1.1)

We easily find that

〈SGauß〉 = −
c2

ZGauß

∂ZGauß

∂c2
=

N2

2
, (4.1.2)

which is proportional to the number of real degrees of freedom (DOF) of the Hermitian field
Φ, which is N2. This can also be seen from the SDI (3.2.39) if we turn off the kinetic term and
interaction. To keep the action extensive in number of DOF, we can ask that all of the terms
in SN be O(N2). This choice also assures a comparable contribution of the action terms, and
presumably preserves a maximum amount of interesting details in the phase diagram of the
model.
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We will denote the scaling of a quantity q with νq so that

q = q̃Nνq ,

where νS = 2 stands for the scaling of the action, νΦ for the field/its eigenvalues, νP = 1/2

for the momenta, νR = 1 for the curvature and νk, νr, ν2, ν4 for the coefficients in front of the
kinetic, curvature, mass and quartic term respectively.

Requiring each term in the action to behave as O(N2) and noting that tr increases powers
by 1, leads, by power counting, to a system of equations

νS = νk + 2νP + 2νΦ + 1 (4.1.3a)
νS = νr + νR + 2νΦ + 1 (4.1.3b)
νS = ν2 + 2νΦ + 1 (4.1.3c)
νS = ν4 + 4νΦ + 1 (4.1.3d)

solved by

ν4 = 2ν2 − 1, νr = ν2 − νR, νk = ν2 − 2νP, 2νΦ = 1− ν2. (4.1.4)

For values of ν2 and ν4 used in the PP model and on the fuzzy sphere, this amounts to

ν2 = 3/2, ν4 = 2, νr = 1/2, νk = 1/2, νΦ = −1/4. (4.1.5)

We wish to examine a simpler choice:

ν2 = 1, ν4 = 1, νr = 0, νk = 0, νΦ = 0. (4.1.6)

Notice that parameters’ original mass dimensions were

[c2] = [c4] = 2, [cr] = 0; (4.1.7)

therefore, (4.1.6) causes both c2 and c4 to scale the same way with the momentum cutoff
Λ ∼

√
Nµ, whereas cr does not scale at all. Wewill also, without loss of generality, set c̃k = 1

and proceed with the action

SK+R+PP(N, c̃2, c̃4, c̃r) = N tr
(

ΦK̃Φ− c̃rR̃Φ2 − c̃2Φ2 + c̃4Φ4
)

, (4.1.8)

keeping the rescaled parameters c̃2, c̃4, c̃r fixed while we increase the matrix size. K stands
for the kinetic term, R for the curvature term and PP for the pure potential term.

We actually wish to simultaneously inspect two finite limits of our matrix model, which
zoom-in on different portions of the parameter space:

S(c2, c4, cr) = lim
N→∞

〈SN(c2, c4, cr)〉
N2 , (4.1.9a)

S̃(c̃2, c̃4, cr) = lim
N→∞

〈SN(c̃2, c̃4, cr)〉
N2 . (4.1.9b)

In a way, phase diagram of S̃ describes the structure of the infinity of the phase diagram of
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S . S0 and S̃0 will refer to cr = 0. We analyze S because it closely relates to SGW up to a light
adjustment of coefficients (Appendix A), while S̃ tells us about the scaling properties of the
3rd order l→↑↓ transition line.

We will first look at the PP term and then see how the kinetic and the curvature terms
behave against this well-established background.

4.2 Potential term scaling

The PP model
SPP = N tr

(
−c̃2Φ2 + c̃4Φ4

)
(4.2.10)

is well studied both analytically and numerically [71, 72], so it can provide a basic calibration
of the method. As it can be seen in Figure 4.1, it features a 3rd order transition from l to ↑↓
phase in the large N limit at

c̃2 = 2
√

c̃4 ⇔ c2 = 2
√

Nc4, (4.2.11)

with a sharp-edged kink in specific heat. Both C and χ remain finite and continuous across
the transition. At the transition point, C reaches the value 1/4 and remains constant for larger
c̃2.

To confirm the transition order, let us look at the exact formula for C found in [72]:

C =


1
4
+

c̃4
2 + c̃2(c̃2

2 − 6c̃4)
√

c̃2
2 + 12c̃4

216c̃2
4

for c̃2 < 2
√

c̃4,

1
4

for c̃2 ≥ 2
√

c̃4.

(4.2.12)

For c̃2 < 2
√

c̃4, the derivatives of C are given by

∂C
∂c̃2

=
c̃4

2 + c̃3
2

√
c̃2

2 + 12c̃4 + 6c̃2
2c̃4 − 18c̃2

4

54c̃2
4

√
c̃2

2 + 12c̃4

,
∂C
∂c̃4

= − c̃2

2c̃4

∂C
∂c̃2

. (4.2.13)
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Figure 4.1: Specific heat in
the infinite matrix limit of
the PP model with c̃4 = 1.
Derivative of the specific
heat has a discontinuity at
c̃2 = 2

√
c̃4 = 2, where

a 3rd order l→↑↓ transi-
tion occurs. The plateau in
the striped phase lies at the
value C = 1/4.
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Figure 4.2: l→↑↓ transition in the PP model for c̃4 = 0.01, 4 ≤ N ≤ 24 and fixed ν2 = 1,
observed as peaks in χ. The green/center data represents the desired choice of scaling
ν4 = ν2 = 1, the orange/inner sloped lines represent ∆ν4 = ±0.5 and the red/outer sloped
lines represent ∆ν4 = ±1. Pale-coloured stripes are the 68% confidence intervals. Errorbars
are mostly covered by data markers.

At the transition point they become

∂C
∂c̃2

=
1

4
√

c̃4
,

∂C
∂c̃4

= − 1
4c̃4

, (4.2.14)

and then both jump to 0, so the transition is clearly the 3rd order. More details about the
derivation of the expressions for C are given in the Appendix B.

For an arbitrary choice of scaling, the transition line equation (4.2.11) translates to

c̃2 = 2
√

c̃4N1+ν4−2ν2 . (4.2.15)

Since for the desired scaling ν∗i phase transition occurs at c̃2 and c̃4 which do not depend on
N, it must hold

1 + ν∗4 − 2ν∗2 = 0. (4.2.16)

Our choice from the previous section satisfies this equality. Subtracting this 0 from the
exponent in (4.2.15), we get

c̃2 = 2
√

c̃4N∆ν4−2∆ν2 , (4.2.17)

where ∆ marks the deviation from the desired scaling. The slope of the logarithmic plot of
the transition line equation

log c̃2 =
∆ν4 − 2∆ν2

2
log N +

log 4c̃4

2
(4.2.18)
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Table 4.1: log c̃2 vs. log N linear fits for χ-transitions for c̃4 = 0.01, ν2 = 1 and various ν4.
Differences between expected and measured values are due to finite-size effects.

ν4
i n t e r c e p t s l o p e

expected measured expected measured

0.0 −1.75(4) −0.50 −0.47(2)

0.5 −1.77(4) −0.25 −0.21(2)

1.0 −1.61 −1.79(4) 0.00 +0.05(2)

1.5 −1.78(3) +0.25 +0.30(2)

2.0 −1.76(4) +0.50 +0.53(2)

is therefore changed from zero (up to O(1/N) effects) to ∆ν4/2− ∆ν2, and Figure 4.2 and
Table 4.1 show how it is affected by different choices of scaling. Both (ν2, ν4) = (3/2, 2)
and (ν2, ν4) = (1, 1) lead to the correct zero slope and therefore to matrix size independent
phase diagram.

That both peak positions of χ and C converge to the same value is demonstrated for
c̃4 = 0.01, where the large N limit of the transition c̃2 gives respective values 0.201(8) and
0.215(7); the theoretical value is 0.2.

There is a slight systematic difference (+0.04 on average) between measured and theoret-
ical slopes in Table 4.1. It can be explained as a finite-size effect, that disappears for large
enoughmatrices. Namely, since the equation (4.2.11) is based on the infinite matrix limit, we
could account for the finite matrix size by using a perturbative ansatz

c̃2 = 2

√
c̃4

(
1 +

δ√
N

+ · · ·
)

, (4.2.19)

which modifies (4.2.18) into

log c̃2 =
∆ν4 − 2∆ν2

2
log N +

log 4c̃4

2
+

δ

2
√

N
. (4.2.20)

The modified plot is indiscernible from the linear one on the data points, but the intercept
and the slope of log c̃2 − δ/(2

√
N) are perfectly aligned with the theoretical value.

The results in this section justify the assumption that both conventional and tested choices
of scaling are valid and that there are, in fact, infinitely many possible ones. A similar but
more nuanced strategy was applied to the curvature term in Section 4.4 confirming the
chosen parameter scalings.
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4.3 Kinetic term scaling

Let us now turn on the kinetic term on top of the PP model and consider SK+PP. As far
as transitions go, the action with (c̃kN∆νk , c̃2, c̃4) is equivalent, via absorption of N∆νk into
the field, to the one with (c̃k, c̃2N−∆νk , c̃4N−2∆νk). As a result, the wrong choice of scaling
would force the transition points to drift towards zero or infinity. However, due to the lack
of analytical prediction for the transition line, the exact rate of this drift is unknown.

To complicate the situation further, discrimination of different scalings based on the data
is not clear-cut. For example, although Figure 4.3 shows a convincing large N convergence,
looking at the transition plots for νk = 0 and νk = 0.5 in Figure 4.4, it is not immediately
clear which represents the correct choice. At first glance, the wrong choice νk = 0.5 appears
to converge to a non-trivial finite value instead of zero, and the correct choice νk = 0 to
ever increase, possibly towards infinity. One reason for this could be the convergence of the
position of the triple point with increasing N closer to the origin — the effect demonstrated
in [45]. The system with fixed c̃4 would thus change from the 2-phase to the 3-phase regime
as N increases, as in the top plot in Figure 4.4.

Theother explanation couldbe the anomalousnegative scalingof thekinetic term, causing
the shift towards infinity. Unfortunately, using our data makes it impossible to rule out the
second option and fix the scaling to precision less than±0.5, as this would require inspecting
much larger matrices. However, we can strengthen the case for the choice νk = 0.

Firstly, the top plot in Figure 4.4 allows finite near-linear extrapolation for 1/N → 0 (in
green and blue). Secondly, the change from the 2-phase to the 3-phase regime for smaller
examined c̃4 happens at larger N, which is consistentwith the triple point converging towards
smaller c̃4. Thirdly, as we will see, extrapolation of the data for N < 16 (in red and orange)
converges to a value consistent with a stable linear transition line passing through other
smaller values of c̃4. This line would also have passed through c̃4 = 0.01 at this extrapolated
value of c̃2, had the system not entered the 3-phase regime with increasing N.

The model on the fuzzy sphere [45] exhibits linear l→↑↑ transition line in the large N
limit:

c̃2 ∝ c̃4. (4.3.21)

In comparison, in ourmodel, transition for νk = 0 and fixed N appears to follow the empirical
law

c̃2 = a(N)
√

c̃4 + b(N) c̃4, (4.3.22)

where a(N) decreases for largermatrices (Figure 4.5). The coefficients a(N) and b(N) remain
stable when higher power of c̃4 is added, while the uncertainty makes the additional term
indistinguishable from zero. Perhaps the RG approach [49, 50, 73] could replicate this form
of the transition line.

Let us here present a heuristic argument for (4.3.22). We will first consider the PP model
where the kinetic term is absent. Suppose we travel along the transition line following the
maximum of C, starting at (c̃2, c̃4) and arriving at (c̃2

′, c̃4
′). If c̃2 increased κ-times

c̃2
′ = κc̃2, (4.3.23)
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Figure 4.3: Two fits of the l→↑↑ transition for c̃4 = 0.001, νk = 0 and N ≤ 40, ob-
served as peaks in C (orange/top) and χ (red/bottom). Pale-coloured stripes represent
the 68% confidence intervals. The large N limit is zoomed-in. /top/ Square-root series fit:
c̃2, C = 0.011(2) − 0.3(1)

√
N + 0.16(2)N and c̃2, χ = 0.0112(5) − 0.024(4)

√
N + 0.086(6)N.

/bottom/ Modified power-law fit: c̃2, C = 0.0094(9) + 0.23(8)(1− 0.6(4)/N)/N1.4(2) and
c̃2, χ = 0.0087(2) + 0.17(6)(1− 0.9(3)/N)/N1.7(2).
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Figure 4.4: /top/ Transitions for c̃4 = 0.01, νk = 0, N ≤ 50 with zoomed-in large N limit.
Top plots represent C (red and green) and the bottom ones χ (orange and blue). N < 16
is the 2-phase regime (red and orange) and N > 16 is the 3-phase regime (blue and green).
The l→↑↓ transition peak fully separates from ↑↓→↑↑ peak for N ≥ 50. Pale-coloured
stripes represent the 68% confidence intervals. /bottom/ Transitions for c̃4 = 0.01, νk = 0.5,
N ≤ 32 with two zoomed-in regions. The orange/top line represents the linear fit for
N ≥ 8, the red/bottom one is our model’s prediction. Pale-coloured stripes represent the
68% confidence intervals.
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Figure 4.5: a(N) and b(N) coefficients of the l→↑↑ transition line constructed from peaks
in C (orange/larger errors) and χ (red/smaller errors) for N ≤ 50. Pale-coloured stripes
represent the 68% confidence intervals. The large N limits are zoomed-in. As we can see,
the square root behaviour of the transition line, governed by a(N), completely disappears in
the infinite matrix limit, leaving only the linear one.

37



CHAPTER 4. SUBMODELS AND PHASE DIAGRAMS 4.3. KINETIC TERM SCALING

we can compensate this by redefining the field during the integration Φ → Φ
/√

κ, which
reduces c̃4

′ by factor κ2. The specific heat now effectively sees the action with c̃2, and since
we are still at the line connecting the maxima of C, it must hold

c̃4
′

κ2 = c̃4 ⇔ c̃4
′ = κ2c̃4, (4.3.24)

as if we returned to the starting point. This means that along the transition line c̃2
2/c̃4

must remain constant, which gives the square-root behaviour in (4.2.11) and which is just a
reflectionof theuniversal scalingproperties of thephase transition. The situation complicates
when we include kinetic term, since it is not accompanied by a variable coupling constant,
and since we expect branching of the transition line. In the ↑↓ and ↑↑ phases, we expect the
main action contribution to come from

Φ2 =
c̃2

2c̃4
1, (4.3.25)

where the classical potential is

SPP = −
N2c̃2

2
4c̃4

, (4.3.26)

and the kinetic term
SK =

c̃2

2c̃4
tr [iPα, 1±]

2 ∼ N2c̃2

2c̃4
. (4.3.27)

For large c̃2, the potential term will dominate, and we should expect the near square root
behavior like in the PP model. In contrast, the kinetic term will dominate for small c̃2.
Applying to it the similar logic of traveling along the transition line, this time towards the
origin, we conclude that in order to preserve the form of the action, we require the ratio c̃2/c̃4
to remain constant, which translates into a linear transition line. The easiest way to reconcile
these two limits is to assume a combination of the square root and linear behavior, or simply
an expansion in square roots of c̃4, that contains these two as the leading terms.

The wrong choice of scaling would transform (4.3.22) into

c̃2N−∆νk = a(N)
√

c̃4N−2∆νk + b(N) c̃4 N−2∆νk , (4.3.28)

giving

c̃2 = a(N)
√

c̃4 + b(N) c̃4

(
1
N

)∆νk

. (4.3.29)

We examined several variants of perturbative expansion of a(N) and b(N) as well as a
few non-perturbative ones; we did not examine the more complicated possibility that they
contain a residual dependence on c̃4. The ansatz series in 1/

√
N showed excellent agreement

with the collected data:

a(N) =
∞

∑
k=0

ai
√

N
k = 0.01(1) +

0.07(7)√
N

+
2.06(9)

N
, (4.3.30a)

b(N) =
∞

∑
k=0

bi
√

N
k = 10.5(5)− 31(4)√

N
+

43(9)
N
− 24(8)

N
√

N
. (4.3.30b)
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The series coefficients are confirmed by analyzing the transition point shifts for different
choices of scaling ∆νk (Appendix E). We also confirmed that the choice of νk = 0 leads to a
stable large N limit. In contrast, with an increase in matrix size, ∆νk > 0 transition points
collapse to zero in the predicted manner, which is for ∆νk ≥ 1 practically linear.

We can now explain peculiar behaviour of the νk = 0.5 plot in Figure 4.4. Combining
(4.3.29) and (4.3.30), we expect it to change as

a1
√

c̃4 + b0c̃4√
N

+
a2
√

c̃4 + b1c̃4

N
+

a3
√

c̃4 + b2c̃4

N
√

N
, (4.3.31)

having near-constant slope around

N = 3 · a3
√

c̃4 + b2c̃4

a1
√

c̃4 + b0c̃4
≈ 3 · b2

b0
= 12(3), (4.3.32)

which falls right in themiddle of the observed flat region 8 ≤ N ≤ 32 on 1/N-axis. However,
the slope would ultimately behave as 1/

√
N for large enough matrices.

Upon the publication of [46], we discovered a nice 3-parameter non-perturbative fit:

C : b(N) = 11(5)− 14(4)e−0.23(13)
√

N, (4.3.33a)

χ : b(N) = 8.7(6)− 9.6(3)e−0.25(3)
√

N. (4.3.33b)

Itwould be interesting to reanalyze νk 6= 0data having such functional dependence of param-
eters in mind, as well as adding higher c4-terms to the transition line equation. Interestingly,
the perturbative estimate (4.3.30) for the large N limit of b is similar to the non-pertrubative
one.

4.4 Curvature term scaling

Next, we wish to examine the scaling of the curvature term by looking at its effects on top of
the PP model without complications of the kinetic term. We will thus consider SR+PP in the
relevant case where cr > 0.

The NC curvature of the model is a negative diagonal matrix

Rjj = R+ 8−
{

16j, 1 ≤ j ≤ N − 1,
8N, j = N,

(4.4.34)

where R = 15/2. In this (and only this) section’s simulation, we erroneously used R = 15/4,
but that does not change the conclusions of the section because they depend on the O(N)
part of the curvature. Diagonality of R yields tr (RΦ2) = Rjj(Φ2)jj, bounding the curvature
term in the action by

tr
(

cr min
j

∣∣Rjj
∣∣Φ2

)
≤ tr

(
cr|R|Φ2

)
≤ tr

(
cr max

j

∣∣Rjj
∣∣Φ2

)
, (4.4.35)
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Figure 4.6: l→↑↓ transition in the PP model with curvature for (cr, c̃4) = (0.01, 0.01),
4 ≤ N ≤ 16 and fixed (ν2, ν4) = (1, 1), observed as peaks in χ and M. The green/center
data represents the correct choice of scaling νr = 0, the orange/top ∆νr = +1, the red/bot-
tom ∆νr = −1 and the pale-red dashed line the PP model. For ∆νr = +1 and fixed N,
magnetization peaks N/2 − 1 times (unconnected orange dots) with increasing c̃2 until χ
reaches its maximum and eigenvalue distribution splits in two, causing the phase transition
(connected orange dots). Errorbars are mostly covered by data markers and pale-coloured
stripes represent the 68% confidence intervals.

which translates to

tr
(
(8−R)c̃rΦ2

)
≤ tr

(
cr|R|Φ2

)
≤ tr

(
(16N − (24 +R)) c̃rΦ2

)
. (4.4.36)

Treating this as a bounded contribution to the mass term, we could naively expect it to be
reflected in a deformation of the transition line c̃2 → c̃2,r

c̃2 +
8−R

N
c̃r ≤ c̃2,r ≤ c̃2 +

(
16− 24 +R

N

)
c̃r. (4.4.37)

The wrong choice of scaling would change the previous formula into

c̃2 +
8−R

N
c̃rN∆νr ≤ c̃2,r ≤ c̃2 +

(
16− 24 +R

N

)
c̃rN∆νr . (4.4.38)

In other words, there is a shift of transition lines by δc̃2 = c̃2,r − c̃2 relative to the R-off
case. The shift δc̃2 is proportional to the cr, and their ratio is bounded by

1
2N
≤ δ c̃2

cr
≤ 16− 63

2N
. (4.4.39)
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Figure 4.7: Eigenvalue (top) and trace (bottom) distributions of the PP model with ∆νr = +1
curvature for N = 16, (cr, c̃4) = (0.01, 0.01), (ν2, ν4) = (1, 1) and varying values of c̃2.
Brighter regions correspond to larger values and peaks of distributions. Central bright
region in the left plot, which dims and widens to the left, depicts the l-phase which at
around c̃2 ≈ 2.3 completely splits into two cuts of the ↑↓-phase. Two thicker bright lines in
the eigenvalue distribution plot are due to degenerate eigenvalues of the curvature matrix.
Eigenvalues are expressed in units of

√
tr Φ2/N and traces in units of

√
N tr Φ2.
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In this section, we demonstrate the shift by numerical simulation at a token value of quartic
coupling and with the absent kinetic term. We expose this effect in full in Figures 4.12 and
4.13 later in the text. Similar shifting is in the meantime also reported on the fuzzy sphere
after adding a modification to the kinetic term [48].

In the case where ∆νr < 0, we would practically see the PP model. In contrast, ∆νr > 0
would lead to the N∆νr runaway effect toward large values of the mass parameter. This is
exactly what happens in Figure 4.6 to the slanted orange line

1.01(3) log N − 1.83(9)− 2.0(2)
N

, (4.4.40)

which, upon the substitution of (4.2.11), fits very well with the expansion of the right-hand
side of (4.4.38)

log N − 1.83− 0.48
N

, (4.4.41)

and its slope 1.01(3) with ∆νr = 1.

There aremultiplepeaksof M for∆νr = 1, fixed N andvarying c̃2, markedbyunconnected
orange dots in Figure 4.6, which complicates identification of the phase transition. However,
only the topmost dots coincide with the peaks of χ, which we use as the indicator of the
phase transition.

The identification is further confirmed by examining the eigenvalue distribution in Figure
4.7. One by one, peaks break off the edge of the shrinking deformed Wigner semi-circle as
the mass parameter increases. Meanwhile, the trace distribution stays centered at zero.
We interpret this as curvature eigenvalues activating with alternating signs, causing the
magnetization to fluctuate and form peaks. This activation also causes the trace distribution
to expand and contract around the zero mean. The oscillations continue until all eigenvalues
separate from the bulk, susceptibility peaks, and the system transitions into a modified
matrix phase around c̃2 ≈ 2.3.

The right-hand side of (4.4.38) also predicts the shift between the ∆νr = 0 and the PP-line
to be less than 16 c̃r = 0.16 and the actual difference at N = 16 is 0.15(4). As for the ∆νr = −1
line, it is practically indiscernible from the PP-line, as expected.

4.5 R-off diagram

Having inspected and fixed all the scalings, we can finally see how the phase diagram of
SK+PP model looks like. Figure 4.8 depicts the phase structure for N = 24 obtained from
peaks in C. From c̃4 = 0 to c̃4 ≈ 0.015, stretches the l→↑↑ transition line which can be
approximated as

L1 : c̃2 = 0.0015(4) + 8.8(1)c̃4, (4.5.42)

followed by the ↑↓→↑↑ transition line

L3 : c̃2 = −0.009(3) + 9.4(1)c̃4. (4.5.43)
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Figure 4.8: Phase diagram for N = 24. Pale-gray stripes represent 68% confidence intervals.
The top diagram is constructed from peaks in C and the bottom one from peaks in χ. The
bottom plot shows a zoomed-in region around the origin of the top plot. A pale yellow
wedge between l and ↑↑ phases represents the phase coexistence region, which shrinks with
an increase in matrix size and presumably collapses into a triple point.
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Figure 4.9: Large N extrapolation of the l→↑↑ transition line. Pale-gray stripes represent
68% confidence intervals.

The slopes of these lines are very similar, making it difficult to determinewhich points belong
to which line; here comes to aid the χ-data in Figure 4.8, clearly showing the transition from
L1 to L3. Near c̃4 ≈ 0.05, C-diagram enters a 3-phase regime and l→↑↓ transition line
appears, which is linear for smaller c̃4

L2 : c̃2 = 0.12(3) + 3.5(3)c̃4, (4.5.44)

and for larger values of c̃4 exhibits square root behaviour characteristic for the limiting PP
model

L2 : c̃2 = 2.62(5)
√

c̃4 − 0.48(5) +
0.039(9)√

c̃4
. (4.5.45)

This can also be seen on the fuzzy sphere [43], where it holds

c̃2 = 2.5
√

c̃4 +
0.5

1− exp
(
1/
√

c̃4
) ≈ 2

√
c̃4 + 0.25− 0.042√

c̃4
. (4.5.46)

It would be interesting to compare these two once the large N extrapolation of the L2 is
obtained. A very crude linear extrapolation of N = 16, 20, 24 gives promising 2.0(4) for the
square root coefficient.

The extrapolation of L2 intersects L1/3 at c̃4 ≈ 0.02, which is in the vicinity of the meeting
point of L1 and L3 at c̃4 ≈ 0.015 (c̃4 ≈ 0.01 for χ-data), placing the would-be triple point
nearby. The pale yellow triangle formed by the meeting point of L1 and L3 and the starting
point of L2 should collapse into a triple point when N → ∞. This effect is demonstrated
on the fuzzy sphere [45]. In this region, the two transition peaks are still convoluted into a
single one, similarly to the peaks of χ in Figure 3.1.

Expression for L3 should be taken with a grain of salt. Near this transition, the ergodicity
of the algorithm starts to falter, contributing to an unknown systematic error.

Based on the analysis of a(N) and b(N) from Figure 4.5, the l→↑↑ transition line in the
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large N limit extrapolates to

C : c̃2 = −0.03(7)
√

c̃4 + 13(3)c̃4, (4.5.47a)

χ : c̃2 = +0.01(1)
√

c̃4 + 10.5(5)c̃4, (4.5.47b)

These two expressions agree, as they should, or we could otherwise conclude that the
triple point is located at the origin, and that 3-phase regime exists throughout the parameter
space. Apparently, the

√
c̃4 effect completely disappears, since both square root coefficients

are indistinguishable from zero.

On the other hand, the equation of the l→↑↑ line in Figure 4.9, obtained from linear fit
through large N limits at fixed c̃4, reads

χ : c̃2 = +0.0004(3) + 10.1(5)c̃4, (4.5.48)

which agrees with estimates in (4.5.47) and Table E.1. Based on the extrapolation estimates
of points that with increasing matrix size switch from the 2-phase to the 3-phase regime,
it is possible that a systematic error from such still unidentified points could yield a lower
true slope in (4.5.48). Namely, as triple point slides towards zero, it deforms the about-to-
be-shortened end of the l→↑↑ transition line towards the less slanted l→↑↓ transition line.
Also, the inclusion of the c̃ 3/2

4 term into (4.3.22) gives somewhat higher estimates for the
linear term, although still consistent with the reported ones.

The smallest c̃4 for which we detected change from the 2-phase to the 3-phase regime in
[46] is c̃4 = 0.005 at N = 28. In contrast, for all c̃4 < 0.005 and N ≤ 50 we saw only two
phases, implying that l→↑↑ transition line ends in the triple point at c̃4(T) ≤ 0.005. This
estimate is refined in [69] and Section 5.2

4.6 R-on diagram

Let us now turn on the curvature term. We will first explore what happens under a fixed
curvature coupling. Then we will slowly turn it off as a part of the GW-mediated renormal-
ization of the λφ4

? model.

In Figure 4.10, we see examples of measured thermodynamic observables of the full
model. Once again, we hunt for characteristic changes in their shapes as we vary the mass
parameter.

As already stated, there is now the new relevant quasi-solution of the classical EOM,
namely Φr. Let us analyze positions of eigenvalue-distribution peaks to convince ourselves
that Φr is a good candidate for the true vacuum configuration. For large enough c̃2 � cr > 0,
which lies in the far ↑↑-phase, we can expand

Φ↑↑r =

√
c2 1+crR

2c4
≈
√

c2

2c4

(
1− cr|R|

2c2

)
, (4.6.49)
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Figure 4.10: Thermodynamic observables for N = 24, (ck, cr, c̃4) = (1, 0.1, 0.05), as func-
tions of c̃2. Errorbars are mostly covered by data markers. Central magnetization data is
given in units of

√
N 〈tr Φ2〉. The top and bottom data on the right-hand side of the M-plot

are the same as the central, only expressed respectively in units of tr Φr and tr ΦPP, where
Φr =

√
(c2 1+crR)/(2c4) and ΦPP =

√
c2 1 /(2c4). Based on these, the oscillations around

Φr better describe the uniformly-ordered phase than oscillations around ΦPP. There are
apparently two transitions corresponding to the two peaks in C and χ. Two of the three
phases corresponding to these transitions are clearly visible in plots of M and U, while the
third one is indicated by dents in their slope profiles. The disordered phase is colored in
orange and the ordered phase in blue, while the possible intermediary phase is colored red.

leading to eigenvalue separation ∆λ of

∆λ

λPP
=

8cr

c̃2
, λPP =

√
c̃2

2c̃4
. (4.6.50)

This is exactly what we see in Figure 4.11. Average eigenvalue separation for 9 rightmost
peaks is 0.0227(3), whereas the separation predicted by (4.6.50) is 0.02. We can even see the
degenerate RNN eigenvalue giving irregular 6th and 7th peak from the left, traveling towards
its expected middle position. A similar exact analysis is not available for less extreme values
of c2, but the same qualitative behavior of the eigenvalue-distribution shape holds.

Let us try to analytically compare the energies of Φr and the other three classical vacua.
We have

SN(Φ
↑↑
r ) = tr

(
Φ↑↑r KΦ↑↑r −

(c2 1+crR)2

4c4

)
. (4.6.51)
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Figure 4.11: Distribution ρλ of
eigenvalues λ for N = 16 and
(c̃k, c̃r, c̃2, c̃4) = (1, 0.1, 2.5, 0.01).
λ is given in units of λPP. Average
eigenvalue separation for 9 right-
most peaks is 0.0227(3) and pre-
dicted by (4.6.50) is 0.02. We can
even see the RNN eigenvalue giving
irregular 6th and 7th peak from the
left, traveling towards its expected
middle position.

Using the expansion (4.6.49) and noting that K 1 = 0, we immediately find

tr Φ↑↑r KΦ↑↑r =
cr

2c2

√
c2

2c4
trKR + O(c2

r ). (4.6.52)

But since K is just a commutator and trace of a commutator is zero, we have

tr Φ↑↑r KΦ↑↑r = 0 + O(c2
r ). (4.6.53)

Interestingly, for cr < 0, the R-off solutions to the EOM are not the minima of the action:

SN(Φ
↑↑
r ) = tr

(
Φ↑↑r KΦ↑↑r −

(c2 1+crR)2

4c4

)
= tr

(
− (c2 1+crR)2

4c4
+ O(c2

r )

)
= − tr

(
c2

2 1+2c2|crR|
4c4

+ O(c2
r )

)
(4.6.54)

< − tr
c2

2 1

4c4
= SN(Φ↑↑) < SN(Φ↑↓) < SN(Φl) = 0.

In addition, since SN(Φ↑↓) has a positive kinetic term independent of cr, it follows that even
for the small enough cr > 0 still holds SN(Φ

↑↑
r ) < SN(Φ↑↓).

This is a good place to give more details on the structure of the phase diagrams and to
compare the R-off and the R-on case. Three phases of themodel are depicted∗ in Figures 4.12
and 4.13. Both transitions out of the stripe phase follow the square root behavior for larger
quartic coupling. For N = 24 and c̃4 > 1, they are well approximated by expressions given
in Table 4.3. For comparison, a pure potential model would show only a l→↑↓ transition
line c̃2 = 2

√
c̃4 in the infinite N limit. As it can be seen from the Table 4.3, in the c̃4 ≥ 1

regime, the curvature-induced shifts of the transition lines are significantly smaller than the
maximal value 16cr predicted by the arguments of Section 4.4, unlike for the small-c̃4 regime
in Section 4.4.

We could try to apply the approach from the Appendix B for the PP model to predict
the form of the R-on transition line. We will first discard the kinetic term, since Figure 3.1
indicates that it stays fairly constant throughout the ↑↓-phase. Next, we need to integrate

∗Throughout the rest of this text, we will useWolframMathematica bluish StarryNightColors scheme for R-off
plots and reddish SunsetColors scheme for R-on plots.
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Figure 4.12: /R-off/ Contour plot of N = 24 phase diagram for cr = 0. Darker colors depict
lower and lighter colors higher values of specific heat, bright stripes being the transition
lines. Semi-transparent arrows in the corners of the plot denote phases: l-phase occupies
the bottom right, ↑↑-phase the upper left, while the ↑↓-phase is sandwiched in between,
extending towards the upper right corner. The diagram is constructed based on more than
6000 points.
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Figure 4.13: /R-on/Contour plot of N = 24 phase diagram for cr = 0.2. Darker colors depict
lower and lighter colors higher values of specific heat, bright stripes being the transition lines.
The dotted line indicates a diagram shift δc̃2 relative to the R-off case, which is proportional
to cr. Semi-transparent arrows in the corners of the plot denote phases: l-phase occupies
the bottom right, ↑↑-phase the upper left, while the ↑↓-phase is sandwiched in between,
extending towards the upper right corner. The diagram is constructed based on more than
1700points. At two redpoints (1, 6) and (2.5, 6), phases are confirmedbydetailed inspection
of the available false vacuum solutions (see Appendix D).
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Table 4.2: The l→↑↓ transition in the SR+PP sub-model for N = 24 and cr = 0.1. Difference
between C- and χ-data is due to finite N effects and it gets smaller as we increase N.

c̃2 @ data for c̃4 = 1.00 2.00 3.00

C 3.00(9) 3.80(2) 4.45(7)

χ 2.80(9) 3.60(10) 4.20(18)

C/χ-midpoint 2.90(6) 3.70(6) 4.32(10)

expected 2.91 3.70 4.33

out the unitary degrees of freedom and obtain the effective action that depends only on
eigenvalues λi of the field. This is done via HCIZ formula [52, 53]

∫
U(N)

dU e t tr AUBU†
=

cN

tN(N−1)/2

det e̊ t|a〉〈b|

∆(A)∆(B)
, (4.6.55)

where A and B are Hermitian matrices whose respective eigenvalues ai and bj are arranged
in vectors

|a〉 = col ai, 〈b| = row bj, (4.6.56)

e̊ is the Hadamard element-wise matrix exponential(
e̊ M
)

ij
= e Mij ,

(
e̊ t|a〉〈b|

)
ij
= e taibj , (4.6.57)

and

cN =
N−1

∏
k=1

k!, ∆(A) = ∏
1≤i<j≤N

(aj − ai). (4.6.58)

Using the formulas from Appendix G, it is easy to check that for our curvature term† holds

A = diag(1, 2, . . . , N) ≈ |R|
16

, B = Λ = diag λ2
i , t = −16cr, (4.6.59)

so the HCIZ integral (4.6.55) equals

exp

(
−∑

i>0
(16cr)

iS(i)
N

)
, S(i)

N = O(N2) (4.6.60)

where the first three terms are

S(1)
N = −N + 1

2
tr Λ2, S(2)

N = −N
24

tr Λ4 +
1

24
tr2 Λ2, S(3)

N = 0. (4.6.61)

As a sanity check, these formulas can be directly verified for N ≤ 6 using Mathematica.

If we denote the action without the curvature term by S(0)
N , we can write the effective

†For simplicity, in A, we dropped the constant part of R irrelevant in the large N limit.
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Table 4.3: Comparison of the full model transition line equations for c̃4 ≥ 1 in the R-off and
the R-on case.

transition l→↑↓ ↑↓→↑↑

cr = 0.0 c̃2 = 2.67(5)
√

c̃4 − 0.55(7) c̃2 = 3.99(4)
√

c̃4 − 0.90(5)

cr = 0.1 c̃2 = 2.60(4)
√

c̃4 + 0.32(6) c̃2 = 3.95(6)
√

c̃4 − 0.3(1)

shift 0.87(9) = 8.7(9)cr 0.6(1) = 6(1)cr

expected 8cr + O(c2
r ) 8cr + O(c2

r )

action as
S eff

N = S(0)
N + ∑

i>0
(16cr)

iS(i)
N − log ∆2(Λ). (4.6.62)

At the level of distributions, the effects up to O(c3
r ) only shift the parameters of the PPmodel

c̃2 → c̃2 − 8cr − ∆c̃2, c̃4 → c̃4 −
32
3

c2
r , (4.6.63)

where ∆c̃2 ∝ c2
r comes from the tr2 Φ2 term and can be determined from a Hartree-Fock-like

self-consistency condition for
〈
tr Φ2〉 [74]. Heuristically, this can be viewed as a factorization

replacement
tr2 Φ2 →

〈
tr Φ2

〉
tr Φ2 (4.6.64)

in the large N limit. With these replacements, the transition line equation becomes

c̃2 = 2

√
c̃4 −

32
3

c2
r + 8cr +

64
3

c2
r√

c̃4 −
32
3

c2
r

. (4.6.65)

For large c̃4 � 32/3 c2
r , it is approximated by

c̃2 ≈ 2
√

c̃4 + 8cr +
32
3

c2
r√
c̃4

. (4.6.66)

A quick simulation of the SR+PP model for N = 24 at cr = 0.1 for larger values of c̃4 gave
excellent agreementwith the expected results, as it can be seen fromTable 4.2. The fullmodel
transition line shift in Table 4.3 also agrees nicely with the first order shift 8cr in (4.6.66).
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Chapter 5

Renormalization footprints

This chapter inspects the connection between renormalization and the stripe phase.

The triple point controls the extension of the ↑↓-phase at its lower border. Therefore, we
analyze its position, both in the R-on and the R-off case. First, we elaborate on detection of
the triple-point position. Then we proceed to find its large N limit and connect it to the GW
model-mediated renormalization. Finally, we speculate how to transplant the conclusions
from the scalar model to the gauge model case.

This chapter is based on our published works [69, 23].

5.1 Triple point proxies

Let us start by discussing the triple-point proxies used to find the large N limit of the phase
diagram. Unlike the phase transition points, the location of the triple point in the parameter
space is not that easy to pinpoint, and χ- and C-data require different approaches.
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Figure 5.1: Phase diagrams for N = 40 in the vicinity of the triple point. /left/ Change in
slope of the ↑↑-phase border indicates a triple point. Arrows mark the last point on l→↑↑
and the first point on l→↑↓ lines. Constructed from the χ-data. /right/ Extrapolated
transition lines with 83% confidence intervals. Constructed from the C-data.
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Figure 5.2: /left/ Triple point region for N = 24, cr = 0.2 at c̃4 = 0.25 resolved into two
peaks. The stationary point at the plateau is chosen as the triple point proxy. /right/
Plateau at c̃4 = 0.25 mounts above plateaus at c̃4 = 0.20 and c̃4 = 0.30, building a wall
between phases.

Figure 5.1 shows that as the l→↑↑ line bifurcates into l→↑↓ and ↑↓→↑↑, the split of
the profile of χ into two separate peaks (similar to C in Figure 5.2)) changes the slope of the
↑↑-phase border ∂ ↑↑. Therefore, the midpoint between the last point in the one-peak and the
first point in the two-peak regime served as the triple point proxy for Figure 5.3. We used
the standard deviation of the triangular distribution ending at these two points as the triple
point position uncertainty. For N ≤ 24, the two peaks are not completely separated in the
triple point region, so we instead took the intersection of extrapolated transition lines.

For consistency, we also checked the C-data, which has less predictive power due to
larger uncertainties and distance from the triple point region. We there extrapolated l→↑↓
transition line to its intersection with ∂ ↑↑. To get 68% confidence intervals of the intersection
point coordinates, weused 83%confidence intervals of transition linefits since theprobability
of triple point belonging to their intersection is given by

P(l→↑↓ ∩ ∂ ↑↑) = P(l→↑↓)P(∂ ↑↑) (5.1.1)

and 0.68 ≈ 0.832.

In the R-on case, we used contour diagrams (e.g. Figure 4.13) to detect the beginning of
the ↑↓-phase from the C-data. We looked at the position of a bright triple-point peak and
then checked the neighboring raw data to pinpoint its exact location. As shown in Figure
5.2, the peak resolves into two very closely spaced convoluted peaks—which presumably
coincide when matrix size increases—joined by a wall that separates phases. For Figure 5.4,
we used the position of the protruding peak shown in Figure 5.2, which gave a slightly higher
estimate for the slope of the c2(T|r) = f (cr) line than (5.3.7). The stationary point on this
wall seems a more realistic estimator of the triple point position, but it is also more difficult
to measure. A rough estimate using the stationary point

c̃2(T|r) = 13.2(11)cr + 0.24(9), (5.1.2)

fits within the interval (4.4.39) and is close to its upper bound. For comparison, the slope
calculated from the smaller peaks is around 12.
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Looking at Figure 4.13, we see a small oval local minimum region with a bright triple
point peak at its lower left edge. Eigenvalue distribution there has the characteristics of the
↑↓-phase. We do not believe this to be a separate phase but instead a finite-size effect that
collapses into a triple point as the matrix size increases. This should be, of course, checked
at larger N. In addition, between the triple point and origin in the R-on case, there is a
transitional region where curvature eigenvalues in (3.1.24) slowly activate as we go from
the l to the ↑↑-phase. This region might constitute a separate partially-ordered phase but
requires more data and further analysis.

Different extrapolations of the triple point position as a function of the inverse matrix size
are collected in Table F.1.

5.2 R-off triple point

In the spirit of Bayesian probability notation, we will write the coordinates ci of the triple
point T in the R-on and R-off case as ci(T|r) and ci(T|/r ), respectively.

In [46], we found that the triple point of S̃0 lies at c̃4(T|/r ) . 0.005 (alternatively: c4(T|/r ) .
0.14 from N = 28 data) and established the descending trend of c̃4(T|/r ) with increase in
matrix size. In the meantime, we collectedmore data for matrix sizes up to N = 70, allowing
us to track the shrinking rate of the l→↑↑ transition line. Unexpectedly, this transition
disappears entirely and the triple point collapses into the origin (Figure 5.3).

Appendix 5.1 provides details on locating the triple point from raw data as well as
different attempted data fits (Table F.1). We modeled small aberrations from the linear trend
set by larger matrices by quadratic and power-law functions of 1/N. All the estimates agree
with a triple point lying at the origin in the large N limit, and the best one bounds its
coordinates to

(c2, c4)T ≤ (0.16, 0.018) (5.2.3)
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Figure 5.3: Coordinates of the triple point in the R-off case as a function of the inverse
matrix size. /left/ Linear fit of the c2-coordinate: c2(T|/r ) = +0.07(5) + 37(2)/N. /right/
Quadratic fit of the c4-coordinate: c4(T|/r ) = −0.000(12) + 4.9(7)/N + 20(10)/N2. Data
gathered from susceptibility χ for N ≤ 70. The l→↑↑ transition line ending in T shrinks
with an increase in matrix size, and eventually disappears.
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with the 95% confidence level each, which is an order ofmagnitude improvement in precision
compared to [46].

In addition, linear extrapolation of the slopes of transition lines for N = 24, 32, 40, 50
shows that they radiate from the triple point/origin as

l→↑↓: c2 = 7.1(8)c4, (5.2.4a)
↑↓→↑↑: c2 = 17(1)c4. (5.2.4b)

This is also how the phase diagram of S̃0 looks like close to the origin, while away from it,
its transition lines bend into ∼

√
c̃4.

It is important to notice that even if the triple point of S0 does not lie precisely at the
origin, the triple point of S̃0 will, due to c̃i(T) = ci(T)/N. In fact, this holds for any alternate
parameter rescaling ci/Nνi by the positive power of the cutoff. This behavior is in contrast
with the λφ4-model on the fuzzy sphere [45, 43]. The culprit could be in differing forms of
the kinetic term, whose presence allows the l→↑↑ transition to develop in the first place, or
in different parameter scalings.

5.3 R-on triple point

Coupling with curvature pushes the triple point—and with it the stripe phase—away from
the origin proportionally to its strength (Figure 5.4). The simulated shift of the triple point
in the N = 24, R-on case

c̃2(T|r) = 0.18(8) + 15.5(7)cr (5.3.5)

relative to the R-off value
c̃2(T|/r ) = 0.14(5), (5.3.6)

agrees well with the maximal prediction allowed by (4.4.39):

max δ c̃2 =

(
16− 63

2N

)
cr ≈ 14.7cr. (5.3.7)

The slight overshoot due to the choice of the triple-point proxy was discussed in Section 5.1.
Figure 5.3 shows that the small intercept of the c̃2(T|r)-line in Figure 5.4 (which represents
the R-off triple point) goes to zero with the increase in matrix size. It is, therefore, safe to
assume that proportionality to cr becomes exact in the infinite size limit.

As we already mentioned, in the GW approach [13], renormalizability of the two-
dimensional λφ4

?-model is assured by defining it as a Ω → 0 limit of the series of super-
renormalizable models in which Ω itself does not renormalize and serves as a series label
[61]. The Ω is chosen as

1−Ω2

1 + Ω2 =

√
1− 1

(1 + log(Λ/Λren))2 , (5.3.8)
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Figure 5.4: Coordinates of the triple point in the R-on case as a function of the curvature
coupling: /left/ c̃2(T|r) = 0.18(8)+ 15.5(7)cr, /right/ c̃4(T|r) = 0.014(6)+ 1.19(8)cr. Data
gathered from specific heat C for N = 24.

which for large cutoff Λ ∼
√

N switches off as

Ω ∼ 1
log N

. (5.3.9)

Since Appendix A connects Ω and cr as

cr =
Ω2/8

1−Ω2/2
, (5.3.10)

we consider the limit where cr decreases as

cr ∼
1

log2 N
. (5.3.11)

Combining this with δ c̃2 ∝ cr (that is: δc2 ∝ Ncr), effectively swipes the stripe phase off to
infinity as

c2(T) ∼
N

log2 N
, (5.3.12)

leaving the limiting model with a completely different phase diagram from the one obtained
by simply setting cr = 0.

Looking back at the equation of motion (3.1.22) and its solutions (3.1.23), we see that the
curvature term prefers the trivial over the striped vacuum. The action (3.1.2) also shows that
the curvature itself compensates the attenuation of the coupling. Namely, for nearly ordered
field configurations Φ2 ∝ 1, the curvature term dominates the potential by factor

tr RΦ2

tr Φ2n ≈
tr R
tr 1

= −8N
(

1− 31
16N

)
∼ N, (5.3.13)

which multiplied by the coupling leads once more to the ratio

N
log2 N

. (5.3.14)
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It is instructive to also track the behaviour of the renormalized mass parameter as we
turn off the curvature coupling. As we already stated in (2.3.41), the divergent part of the
mass renormalization in the R-on case is found to be:

δm2
ren =

λ

12π(1 + Ω2)
log

Λ2θ

Ω
, (5.3.15)

which, adapted to our notation, gives the leading logarithmic mass divergence

δcren2 ∼ − log N. (5.3.16)

Bare c2 has to compensate this, and increase itself by
∣∣δcren2

∣∣. Since this shift grows slower
than (5.3.12), the bare c2 required for the renormalization is located outside of the stripe
phase—apparently, in the disordered phase.

This differs from the R-off case with T at the origin. Although we cannot directly set
Ω = 0 in (5.3.15), we could try to turn off Ω much faster than in the GW approach. Taking,
for example,

Ω ∼ e−N, (5.3.17)

would give the leading divergence
δm2

ren ∼ λN, (5.3.18)

and

δc2(T) ∼ Ne−2N → 0, (5.3.19)

as expected in the R-off case. Thus, a suitably chosen infinitesimal λ ∼ 1/N would make
the renormalization finite, leaving the bare mass inside the near-origin portion of the stripe
phase for a range of physical mass choices in the perturbative regime.

5.4 Gauge model

In [23] we analyzed renormalizability of a GW-ispired gauge model on the htrε defined in
[21, 22]. Its 3-dimensional Yang-Mills action is given by

SYM =
1

16g2 tr(F(∗F) + (∗F)F), (5.4.20)

where ∗F is a Hodge dual of the field strength F. After Kaluza-Klein-like reduction to z = 0
subspace and transition to 2-dimensional coupling g and fields Aα, the action reads,

SYM =
1
2

tr
(
(1− ε2)(F12)

2 + (D1φ)2 + (D2φ)2 + (5− ε2)µ2φ2

− 2(1− ε2)µF12φ− 4εF12φ2 − ε2{p1 + igA1, φ}2 − ε2{p2 + igA2, φ}2
)

(5.4.21)
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or expressed in terms of covariant coordinates

Xα = pα + igAα = pα + igAα, (5.4.22)

it becomes

SYM =
1
2

tr
(
(1− ε2)[X1,X2]

2 + (1− ε2)µ2φ2 − 2(1− ε2)µ3φ + 2i(1− ε2)µ[X1,X2]φ

+ 4iε[X1,X2]φ
2 + [X1, φ]2 + [X2, φ]2 − ε{X1, φ}2 − ε{X2, φ}2

)
. (5.4.23)

Covariant derivatives Dα and field strength F12 are given by:

Dαφ = [Xα, φ], F12 = [p1, A2]− [p2, A1] + ig[A1, A2]. (5.4.24)

The compactification turned the z-component of the gauge field A3 into a scalar field φ.
Apart from the interaction with A1 and A2, there is a coupling of the scalar field and the
curvature, hidden within the {pα, ·}-term:

− ε2

2
tr {pα + igAα, φ}2 → −ε2 tr

(
p2

αφ2
)
= −1

8
tr
((

R− 11
2

µ2
)

φ2
)

. (5.4.25)

This also shifts the mass of the field, however the total mass term for the scalar field stays
positive:

1
2

tr
((

51
8
− ε2

)
µ2φ2

)
>

1
2

tr
((

51
8
− 1
)

µ2φ2
)
=

43
16

µ2 tr φ2. (5.4.26)

At first glance, the model looks like a gauged version of the GWmodel.

Equations of motion for this action, δSYM/δφ = 0 and δSYM/δAα = 0 are respectively
[21]:

− (1− ε2)µF12 + (5− ε2)µ2φ + 2iεg{F12, φ} − DαDαφ− ε2{Xα, {Xα, φ}} = 0, (5.4.27a)

(1− ε2)εαβDβ(F12 − µφ) + 2iεgεαβ
{

Dβφ, φ
}
− g[Dαφ, φ]− ε2g{{Xα, φ}, φ} = 0. (5.4.27b)

They lead to two classical vacua, the trivial one,

A1 = 0, A2 = 0, φ = 0, (5.4.28)

and the one that breaks the translational invariance

A1 = −µ2y
εg

, A2 = +
µ2x
εg

, φ =
µ

εg
; (5.4.29)

the latter corresponds to zero values of covariant coordinates Xα. Classically, both vacua
have the same energy and correspond to SYM = 0.

In the matrix variant of the model, coordinates x and y would once more become the
matrices X and Y of the truncated Heisenberg algebra, whose eigenspectrum consists of
pairs of opposite-signed eigenvalues, thus constituting a modified version of the stripe
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phase, similar to the situation in Figure 4.7. As we can see, vacuum (5.4.29) transforms into
(5.4.28) when we let g → ∞. This implies a possible structure of the phase diagram of the
gauge model: the stripe phase for weak interaction and the disordered phase for strong
interaction. Such a structure agrees with the phase diagrams in Figures 4.12 and 4.13, where
ordered phases lie at smaller quartic coupling than the disordered phase.

In [23] we calculated the one-loop divergent corrections to the φφ and AA propagators
and found the following additional non-local derivative terms∫

φ�−2φ,
∫

φ�−1φ,
∫

Aµ�−2Aµ. (5.4.30)

Wehavenot calculated theφA one-loopdivergences, but fromsymmetry,we expect that there
are non-vanishing non-local corrections in this sector too. Unfortunately, these divergences
render the model nonrenormalizable. It would be interesting to connect the nonrenormaliz-
ability to the retention of the stripe phase in the bare coupling phase diagram of the model,
which could be a topic for future research.

Upon a closer look, g can enter the definition of the field and, by setting g = 1, com-
pletely disappear from the equations in this section. This removal leads to another possible
conclusion: the entire model lies in the striped phase for all values of g.

Using the same convention, we can also add the topological Chern-Simons term to the
YM action [21]:

SCS =
αµ

3
tr
(
−i(3− ε2)

(
F12 −

µ2

ε

)
+

2ε

3
XαXα

(
φ− µ

2ε

))
. (5.4.31)

After inclusion of this term, the trivial vacuum solution disappears, leaving generically just
the striped vacuum (5.4.28) with SCS = 0. However, for a special choice of parameters ε = 1,
α = 6, another solution of EOM appears:

A1 = A2 = 0, φ = µ. (5.4.32)

This one restores the translational invariance and it has a lower energy than the striped
vacuum:

SYM + SCS = 2µ4 tr
(

1−2µ2

3
(X2 + Y2)

)
∼ −N2 < 0, (5.4.33)

so it is possible that it represents the true vacuum of the system. Its one downside is
non-propagating kinetic term. It would be interesting to see if the system goes through
a phase transition around this particular value of α, and whether the CS-term helps with
renormalization.
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Chapter 6

Conclusions and outlook

This thesis explores the phase structure of matrix models that regularize quantum field the-
ories onNC spaces. It was guided by the hypothesis that the renormalizability of NCmodels
is connected to the existence and the extension of theNC striped phase. More specifically, we
showed that the renormalizability of the two-dimensional λφ4

GW model obtained as a limit
of GWmodels with slowly decaying harmonic potential/curvature coupling is correlated to
the absence of the striped phase in its phase diagram.

In order tomake use of numerical simulations, weworkedwith amatrixmodel where the
Hermitian field is coupled to the curvature of htr. We compared the behavior of this matrix
model with and without the curvature term. In the large N limit, these cases respectively
represent the λφ4

? model on R2
θ (Figure 4.12), which is not renormalizable due to UV/IR

mixing, and the GWmodel (Figure 4.13) which is renormalizable.

We found that the curvature term shifts the phase transition lines towards larger values
of the mass parameter proportionally to the product of the curvature coupling cr and the
matrix size N. Since the GW model turns off cr as 1

/
log2 N, their combined effect is that

the striped phase is pushed into infinity and removed from the phase diagram. At the same
time, the bare mass parameter necessary for the renormalization stays in the disordered
phase. The nonrenormalizable λφ4

? model with the stripe phase tethered to the origin of the
parameter space is thus replaced by the λφ4

GW model without the striped phase.

While inspecting the scaling of the curvature term, we confirmed that it alters both
eigenvalue distribution and the border of the ↑↓-phase. This is particularly apparent for small
values of the quartic coupling. In this regime, there seems to exist a new “phase” located
between l and ↑↑ phases, in which the curvature eigenvalues activate one by one with the
increase of the mass parameter. It remains for future research to inspect its properties more
closely and to determine whether or not it survives the large N limit.

To reach the conclusions about the large N limit of the phase diagrams, it was important
to compare and connect the variants of the model both with the original and the scaled
parameters. The original parameters essentially correspond to the GWmodel, and the scaled
parameters give the infinity of the phase diagram and are related to the renormalization
group flow. As for determining the extent of the stripe phase connected to the UV/IR
mixing, we tracked the position of the triple point. It is where the stripe phase starts,
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Table 6.1: Comparison of the renormalizability and the phase structure across models.
The mass renormalization shift and the triple point shift are given for the unscaled model
parameters.

space model mass shift triple point shift starting phase renormalizable

R2
θ, h

tr λφ4
? UV/IR 0 ↑↓ no

R2
θ, h

tr GW log N N l yes

R2
θ, h

tr λφ4
GW log N N

/
log2N l yes

htrε U(1) one phase? ↑↓? no

S2
N λφ4

? log N N3/2 l yes

spreading towards larger values of the mass and quartic parameters. The triple point was
also crucial for the unambiguous identification of regions of the scaled and unscaled phase
diagrams.

In the course of our research, we have shown that the existing numerical methods are
sufficient to draw meaningful conclusions about the qualitative and quantitative aspects of
the phase transitions in the GW model. The Hybrid Monte Carlo method fared particularly
well in the l-phase and near the l→↑↓ transition line but showed limitations for large
matrices in ↑↓ and ↑↑ phases, where the simulation showed a tendency for being trapped
in deep potential wells around the false vacua. These limitations can be overcome either
by drastically increasing the available computing resources and the simulation times or by
devising new algorithms. Throughout the simulations, we worked with matrices of sizes up
to N = 70, but the most detailed phase diagrams were produced for N = 24. It would be
nice to confirm the behavior of our model for larger matrix sizes, possibly by exploiting the
computing powers of GPUs.

On the analytical side, we have used HCIZ integral to obtain the effective action for a
sub-model without the kinetic term and then successfully solved the eigenvalue distribution
equation to predict the position of the l → ↑↓ transition line. However, the analytical
treatment of the kinetic term remains a challenge.

There are several promising lines of future investigation. First, there is the numerical
simulation of the mentioned GW-inspired gauge model on htrε , in the hope of confirming its
nonrenormalizability is due to the presence of the stripe phase that comes from its additional
stripe-like vacuum. Then, there is a simulation of the renormalizable spinor model on htr

[75] in the context of fermionic matrix models [76, 77]. Finally, we could repeat the analysis
of the GWmodel in 4 dimensions.

Table 6.1 lists the unscaled mass renormalization shifts and the triple point shifts for
the models investigated in this thesis, as well as for the gauge model on htrε and the scalar
model on S2

N. Among the numbered models, the nonrenormalizable feature or indicate the
presence of the ↑↓-phase. On the other hand, the ↑↓-phase is absent in the renormalizable
models, where the renormalization starts in the l-phase. The list supports our view that the
correlation between the ↑↓-phase and the renormalizability is a more general phenomenon
and not just confined to our specific model. If this correspondence persists across more
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models, it would even be helpful for the construction of new ones. A simulation of a
sparse phase diagram would then assess the newmodel’s renormalizability potential before
embarking on an involved and time-consuming analytical exploration.
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Appendix A

Model correspondence

According to [41], mapping

φ←→ Φ,
∫
←→

√
det 2πθ tr (A.1)

connects field theory on Moyal space and matrix field theory with the same parameters.
Also, [16] provides a correspondence between SGW and Sh:

SGW =

(
1− Ω2

2

)
Sh, (A.2a)

m2 =

(
1− Ω2

2

)(
m2

h −
15
2

ξµ2
)

, (A.2b)

λ =

(
1− Ω2

2

)
λh, (A.2c)

Ω2 = 8ε2
(

1− Ω2

2

)
ξ. (A.2d)

From these, by comparing (2.3.44) and (3.1.2), it is easy to conclude that SGW and SN are
connected by

SGW = π

(
1− Ω2

2

)
SN, (A.3a)

m2 = −
(

1− Ω2

2

)(
c2 +

15
2

cr

)
, (A.3b)

λ = 12
(

1− Ω2

2

)
c4, (A.3c)

Ω2 = 8
(

1− Ω2

2

)
cr, (A.3d)

in the large N limit (θ12 = 1/µ2, units: µ = 1).

Furthermore, action multiplier can be absorbed into the field during expectation value
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integration of the observable O

〈O〉S =

∫
dΦO e−S∫

dΦ e−S
, (A.4)

and will affect only c4:

〈κS(c2, c4, cr)〉κS = 〈S(c2, c4/κ, cr)〉S , (A.5a)
√

κ 〈Φ〉κS (c2, c4, cr) = 〈Φ〉S (c2, c4/κ, cr), (A.5b)

yielding

CκS(c2, c4, cr) = CS(c2, c4/κ, cr), (A.6a)
κχκS(c2, c4, cr) = χS(c2, c4/κ, cr). (A.6b)

Since we are interested in the position of peaks of C and χ, this means that phase transition
diagrams for κS and S will be the same up to a reparametrization

(c2, c4, cr)←→ (c2, c4/κ, cr). (A.7)

For phase diagrams of SGW and S in the Ω→ 0 limit (cr → 0), this means:

(m2, λ)←→ (−c2, 12/π c4). (A.8)
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Eigenvalue distributions

As alreadymentioned, the shape of the field eigenvalues distribution is intimately connected
with the phases of the model. Namely, one-cut symmetric distribution corresponds to the
disordered phase, two-cut (a)symmetric to the striped phase, and one-cut asymmetric to the
ordered phase. The change in the connectedness of the distribution support indicates the
point of phase transition. The switch from the one-cut to two-cut regimes determines the
transition boundary between the disordered and ordered phases.

We will now explore the analytical aspects of finding the eigenvalue distributions on the
well-studied example of the PP model.

First, let us take another look at the more general GWmodel

SGW(Φ) = N tr
(

ΦK̃Φ− crR̃Φ2 − c̃2Φ2 + c̃4Φ4
)

, (B.1)

where tildes denote the necessary scaling of the operators and parameters that (mostly)
removes their N-dependence so that each term’s O(N2) contribution comes from the trace
and the prefactor N. If we are interested in expectation values and probability distributions
of eigenvalue-dependent observables O

〈O(Λ)〉 = Z−1
∫

dΦO(Λ) e−SN(Φ), Z =
∫

dΦ e−SN(Φ), (B.2)

we should integrate out the non-eigenvalue degrees of freedom in the path integral. Since
all hermitian matrices can be written in an radial-angular decomposition

Φ = UΛU†, Λ = diag λi, UU† = U†U = 1, (B.3)

where Λ is matrix of eigenvalues of Φ and U some unitary matrix, the action becomes

SN(Λ, U) = N tr
(
(UΛU†)K̃(UΛU†)− crR̃UΛ2U† − c̃2Λ2 + c̃4Λ4

)
. (B.4)

We can define an effective eigenvalue action SN(Λ) as

Z =
∫

dΦ e−SN(Φ) =
∫

dUdΛ ∆2(Λ) e−SN(Λ,U) =
∫

dΛ e−SN(Λ), (B.5)

67



APPENDIX B. EIGENVALUE DISTRIBUTIONS

where Vandermonde determinant ∆(Λ)

∆(Λ) = ∏
1≤i<j≤N

(λj − λi) (B.6)

appears as Jacobian due to the change of variables Φ → (Λ, U) and adds a logarithmic
eigenvalue repulsion term to the effective action. The exponential integrand now represents
the probability distribution ρ(Λ) of the field’s eigenvalues

ρ(Λ) =
e−SN(Λ)

Z
, (B.7)

which can be easily measured during the simulation. The expectation values can now be
rewritten as

〈O(Λ)〉 =
∫

dΛO(Λ) ρ(Λ). (B.8)

We can find the equation for ρ using the saddle-point approximation:

∂S(Λ)

∂λi
= 0. (B.9)

This can be rewritten as
∂VN(Λ)

∂λi
=

2
N ∑

j 6=i

1
λi − λj

, (B.10)

where VN(Λ) is SN(Λ) without the Vandermonde contribution which ends up on the right-
hand side of the equation. Since, due to trace,

VN(Λ) = ∑
i

V(λi), (B.11)

in the large N continuous limit

λi → λ, λj → λ′,
1
N ∑→

∫
, (B.12)

(B.10) becomes
V′(λ)

2
= −

∫
support

dλ′
ρ(λ′)

λ− λ′
, (B.13)

If we look at the (B.4), we see that integration of the PP part of the action is trivial since it
depends only on λ,

VPP(λ) = −c̃2λ2 + c̃4λ4, (B.14)

while kinetic and curvature terms in general present a challenge. One possible approach for
the kinetic term on the fuzzy sphere can be found in [33]. We can now try to solve (B.13) for
the PP model

− c̃2λ + 2c̃4λ3 =
∫

support

dλ′
ρ(λ′)

λ− λ′
, (B.15)

closely following the approach outlaid in [72]. From this point on, we will write
∫
instead

of −
∫
and invoke the principal value where necessary.
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One-cut symmetric distribution

If we chose even distribution on [−R, R] to match the even potential, we can write

−c̃2λ + 2c̃4λ3 =

0∫
−R

dλ′
ρ(λ′)

λ− λ′
+

R∫
0

dλ′
ρ(λ′)

λ− λ′
= −

0∫
R

dλ′
ρ(−λ′)

λ + λ′
+

R∫
0

dλ′
ρ(λ′)

λ− λ′

=

R∫
0

dλ′
ρ(λ′)

λ + λ′
+

R∫
0

dλ′
ρ(λ′)

λ− λ′
=

R∫
0

dλ′
2λρ(λ′)

λ2 − λ′2
, (B.16)

or, for λ 6= 0,

2c̃4λ2 − c̃2 = 2
R∫

0

dλ′
ρ(λ′)

λ2 − λ′2
. (B.17)

Using reparametrization

t = 2c̃4λ2 − c̃2, f (t′) =
ρ(λ′(t′))

λ′(t′)
, (B.18)

we directly obtain

t =
t+∫

t−

dt′
f (t′)
t− t′

, (B.19)

integral limits being
t± = 2c̃4R2

± − c̃2, (B.20)

where (R−, R+) = (0, R) for distribution with connected support, and R+ > R− > 0 for
disconnected support.

For the connected distribution, the solution of this equation takes the form

f (t) =
1
π

√∣∣∣∣ t− t+
t− t−

∣∣∣∣(t +
t+ − t−

2

)
, (B.21)

that is
ρl(λ) =

c̃4(R2 + 2λ2)− c̃2

π

√
R2 − λ2, (B.22)

where radius R,

R2 =
c̃2 +

√
c̃2

2 + 12c̃4

3c̃4
, (B.23)

is obtained from the probability normalization

+R∫
−R

ρ(λ)dλ = 1. (B.24)

It can be easily checked that the height of the distribution’s midpoint at λ = 0 decreases as
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Figure B.1: Theoretical vs. simulated (N = 24) eigenvalue distribution for the PP model at
(c̃2, c̃4) = (0.10, 0.01). Eigenvalues are expressed in units of

√
c̃2/(2c̃4).

we increase c̃2. The condition that distribution is positive at its minimum at λ = 0, gives the
constraint

c̃2 < 2
√

c̃4, (B.25)

the critical value c̃2 = 2
√

c̃4 corresponding to a phase transition from the one-cut to the
two-cut phase.

Themaximumprobability eigenvalues are not always 0, as wemight naively expect, since
the distribution has a local minimum at this value for c̃2 > 0. Instead, they lie at λ = 0 or at

λ2 =
2c̃2 +

√
c̃2

2 + 12c̃4

6c̃4
= R2 −

√
c̃2

2 + 12c̃4

6c̃4
< R2. (B.26)

The second derivative condition for the distribution’s maximum is

ρ′′(λ) < 0 ⇒ 4λ4 − 6R2λ2 + R2
(

R2 +
c̃2

3c̃4

)
< 0, (B.27)

and we see that λ = 0 solves it only when

R2 +
c̃2

3c̃4
< 0 ⇔ 2c̃2 +

√
c̃ 2

2 + 12c̃4 < 0, (B.28)

that is
c̃2 < −2

√
c̃4. (B.29)

Only then the field truly oscillates around 0 value.

Two-cut symmetric distribution

For the disconnected distribution, a solution symmetric around the origin is

f (t) =
1

2π

√
(t+ − t−)2 − 4t2, (B.30)
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Figure B.2: Theoretical vs. simulated (N = 24) eigenvalue distribution for the PP model at
(c̃2, c̃4) = (0.24, 0.01). Eigenvalues are expressed in units of

√
c̃2/(2c̃4).

that is
ρ↑↓(λ) =

2c̃4|λ|
π

√
(R2

+ − λ2)(λ2 − R2
−). (B.31)

Normalization once more leads to expressions for radii

R2
± =

c̃2 ± 2
√

c̃4

2c̃4
. (B.32)

We see that for c̃2 = 2
√

c̃4, the inner radius R− collapses to zero, as it should.

The distribution’s maximum lies at

λ2 =
R2
+ + R2

− +
√
(R2

+ − R2
−)

2 + R2
+R2
−

3
. (B.33)

For R+/R− � 1, which happens near the phase transition where R− = 0, this yields

λ ≈
√

2
3

R+ ≈ 0.82R+. (B.34)

Far away from it, for large c̃2, radii become nearly equal, and distribution centers tightly
around c̃2/(2c̃4), which is a trace of square of the non-trivial EOM solution divided by N.

We can use the derived expressions for eigenvalue distributions to calculate the thermo-
dynamical quantities and compare them with their simulated counterparts. Let us calculate
C from these distributions. Since C involves the variance of S, we should start with 〈S〉

〈S〉 =
∫

dλ ρ(λ)S(λ). (B.35)

Using Mathematica, it is simple to obtain the action averages

〈S〉l =
R4

64

(
8c̃2

2 − 20c̃2c̃4R2 + 9c̃2
4R4
)

, 〈S〉↑↓ =
1
4
− c̃2

2
4c̃4

. (B.36)
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However,
〈
S2〉 is not equal to

〈S2〉 6=
∫

dλ ρ(λ)(S(λ))2, (B.37)

since S2 includes powers and products of traces, so it does not have the form

∑
i

S2(λi). (B.38)

This prevents us from directly finding Var S, but can be circumvented if we introduce a
“temperature” T

〈S(T)〉 = 1
Z

∫
dΦ Se−S/T, (B.39)

find C(T) as its derivative,

C(T) =
∂ 〈S(T)〉

∂T
=

Var S
T2 , (B.40)

and then set T = 1. In order to exploit (B.36), we can absorb the temperature into the
parameters, ci → ci/T, calculate the expectation value with respect to the new parameters,
and then multiply the result with T:

〈S(T)〉 = 〈S(ci)〉S(ci/T) = 〈TS(ci/T)〉S(ci/T) = T 〈S(ci/T)〉 . (B.41)

We now easily obtain the expressions (4.2.12) for specific heat.

One-cut asymmetric distribution

There is a third, one-cut asymmetric solution [43, 47] which corresponds to the ↑↑-phase:

ρ↑↑(λ) =
8c̃4λ2 + 4c̃4(r+ + r−)λ + c̃4(3r2

+ + 2r+r− + 3r2
−)− 4c̃2

4π
×

×
√
(r+ − λ)(λ− r−). (B.42)

Its radii r± are given by

r± =

√√√√3c̃2 + 2
√

c̃2
2 − 15c̃4

10c̃4
±

√√√√2c̃2 − 2
√

c̃2
2 − 15c̃4

15c̃4
, (B.43)

where the first term represents the center of the distribution support and the second term its
half-width. There is also a mirror solution for negative eigenvalues. Obviously, this solution
only exists when

c̃2 >
√

15c̃4, (B.44)

but it is not realized since it is energetically unfavorable compared to the other two. The
explicit expressions for free energies of all three solutions can be found in [43, 47]. Addition
of the kinetic term, however, raises the energies of the other two solutions, allowing the
↑↑-phase to appear.
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Critical exponents and transition order

R-off case

We performed more detailed analysis of the large matrix transition limit at 3 points, cor-
responding to the clear two-phase regime∗ (c̃4 = 0.0001), to the clear three-phase regime
(c̃4 = 1.0) and to the phase coexistence regime near the triple point (c̃4 = 0.01).

To determine the universality class of our model’s transitions we used the standard
technique of finite-size scaling. Mass parameter played the role of temperature and we
defined reduced temperature t near the critical c̃ ∗2 as

t = 1− c̃2

c̃ ∗2
. (C.1)

In a nutshell, near the transition, we consider the scalable part Qs of quantity Q to change as

Qs(t) = NεQ/νQ̃s(tN1/ν), (C.2)

εQ being its critical exponent, and ν the critical exponent of the correlation length. Unknown
functions Q̃s can be determined by varying c̃ ∗2 , ν and exponents εQ until data for different
N collapse onto the same curve in some vicinity of the critical point. Also, if Q peaks at the
critical point, we can fit

Qmax ∼ NεQ/ν, (C.3)

while the position of the maximum c̃ ∗2 (N) approaches the true critical point as

c̃ ∗2 (N)− c̃ ∗2 ∼ 1/N1/ν. (C.4)

Following the convention,wedenote the exponents ofC, M andχ as α,−β andγ, respectively.

In [78], mixed order transitions are considered. They are classified as (m, m′) by the

∗Although not visible for the largest N we used at c̃4 = 0.0001, the triple-point tracking in Section 5.2 and
Appendix F predicts that this l → ↑↑ regime disappears in the large N limit.
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Figure C.1: Collapsed diagrams for l→↑↑ transition at c̃4 = 0.0001. Critical exponents are
ν = 1.00(2), β = 0.40(2) and γ = 0.05(1). Different colors represent different matrix sizes
up to N = 50.

lowest order temperature and magnetic field derivatives

∂m

∂Tm ,
∂m′

∂Mm′ (C.5)

of free energy that exhibit singular behavior. In general, m and m′ can differ. Let A and G
be generalizations of the critical exponents α and γ. In a space of dimension d, the m = m′

transition satisfies [78]

(m− 1)A + mβ + G = m(m− 1), m− A = νd. (C.6)

In the case of 2nd order transition, the first relation reduces to a familiar constraint

α + 2β + γ = 2. (C.7)

The second relation implies that when there is a discontinuity in derivative (A = 0), it must
hold

ν =
m
d

. (C.8)

In Figure C.1, we see collapsed data for l→↑↑ transition at c̃4 = 0.0001. Onemight expect
it to belong to the Ising universality class, and indeed shapes of χ and M look promising.
However, as we can see in Table C.1, their critical exponents differ. The transition appears to
be weakly of (3, 2)-order, since C remains finite and χ weakly diverges. Specific heat exhibits
the familiar kink around its asymptotic value 0.5. For larger matrices even this is hidden
by errorbars and C appears constant C ≈ 0.50(1). In the infinite limit it could develop
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Figure C.2: Collapsed diagrams for l→↑↓ transition at c̃4 = 1. Critical exponents are
ν = 1.00(15), α = −0.41(6), β = 0.42(2) and γ = −0.99(7). ∆C = C− 0.84(6) = −0.67(14) ·
Nα/ν and γ1 is the exponent of the correction to the scaling behaviour of susceptibility
∆χ = χ− 1.13(2) · Nγ/ν = 7.5(4) · N−2.00(6). Different colors represent different matrix sizes
up to N = 50.

discontinuity or a sharp edge, leading to either 2nd or 3rd order transition. That this transition
cannot be 2nd order can be illustrated by analyzing critical exponents. Even if we assume
non-diverging α = 0 discontinuity in C masked by errors, our exponents (Table C.1) cannot
satisfy (C.7), adding up to 0.85(3) instead of 2. However, a 3rd order transition could explain
both this discrepancy and the value ν = 1, assuming that transition sees the compactified 3rd
dimension of the htr space:

ν =
m
d
=

3
3
= 1. (C.9)

In Figure C.2, we see collapsed data for the l→↑↓ transition at c̃4 = 1. Both C and χ

remain finite, and the transition governed by the split in eigenvalue distribution is 3rd order,
the same type as in the PP model. The ↑↓→↑↑ transition at this c̃4 shows nearly identical
peak in C as the l→↑↓ transition (nicely seen in green data of the top left plot in Figure C.2)
and it also appears to be 3rd order.

Near the triple point, at c̃4 = 0.01, l+↑↓ → ↑↑ transition is 1st order and both C and χ

diverge with
α

ν
= 3.07(3),

γ

ν
= 3.47(8). (C.10)

We have detected both 1st and 2nd order transitions for different matrix sizes in different
parts of parameter space. For small c̃4 we have well-separated l and ↑↑ phases. For large c̃4
all three phases are well separated. For the intermediary values of c̃4 we encounter phase
coexistence region which grows smaller with increasing matrix size and hopefully collapses

75



APPENDIX C. CRITICAL EXPONENTS AND TRANSITION ORDER

Table C.1: Comparison of critical exponents between our model and the Ising model [51].

model α β γ ν

l→↑↑ @ c̃4 = 0.0001 ≤ 0 0.40(2) 0.05(1) 1.00(2)

l→↑↓ @ c̃4 = 1.0000 −0.41(6) 0.42(2) −0.99(7) 1.00(15)

Ising 2D 0 (log) 1/8 7/4 1

Ising 3D 0.110(1) 0.3265(3) 1.2372(5) 0.6301(4)

into a triple point in the infinite limit. In that region smaller c̃4 show l+↑↓ mixture of
phases, while larger c̃4 show ↑↓′+↑↓′′ mixture of phases (bottom center plot in Figure 3.1).
The former is more symmetric and apparently produces 2nd order transitions, while latter is
less symmetric and leads to 1st order transitions.

R-on case

For small values of c̃2 and c̃4 in the R-on case, the EOM solution

Φ2 =
c2 1−cr|R|

2c4
(C.11)

is not possible since not all eigenvalues of Φ2 are positive. In this regime, there is a gradual
activation of curvature eigenvalues, as shown in Figure 4.7. This is followedby an appearance
of peaks in χ, which begs the questionwhether this region represents a newkind of l↑-phase.

Aswe see in FigureC.3, the total susceptibility at these peaks does not scalewith N, unlike
what we would expect from a phase transition. Also, the N = 50, 60 data for (ck, cr, c̃2) =
(1, 0.1, 0.5) seem to indicate that the border of this regime for S̃ recedes towards c̃4 = 0 and
likelydisappears in the large N limit. Thedisappearancewouldbe consistentwith apparently
identical limit of the peaks’ maximums (the right-hand plot in Figure C.3). However, even if

0.05 0.10 0.15 0.20

1

2

3

4

5

6

7

↕

↕↑

↑↑

0.05 0.10 0.15 0.20 0.25

2

4

6

8

10

12

↕

↕↑

↑↑

Figure C.3: χ
(tot)
max scaling for l→l↑ and l↑→↑↑ transition in the model with a kinetic term.

/left/ (cr, c4) = (0.1, 0.01). /right/ (cr, c̃4) = (0.1, 0.001).
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this regime vanishes for S̃ , the same is not necessarily true for S , since the S̃-phase diagram
occupies the infinity of the S-phase diagram. More work is needed to clarify what happens
in this part of the model’s parameter space.
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Appendix D

False vacua

Let us assume that for some combination of model parameters false vacua of the model are
well separated and their distribution functions ρi(Φ) effectively do not overlap. Numerics
imply this is a good approximation starting near the edge of and going deeper into the
↑↑-phase. We can then write

ρ ≈∑
i

αiρi, ∑
i

αi = 1, i ≥ 0. (D.1)

These vacua would correspond to different sign combinations of the field eigenvalues and
would have different energies due to logarithmic repulsion in the effective action coming
from ∆(Λ).

We can rewrite our quantities in terms of their versions restricted to these false vacua:

〈O〉 = ∑
i

αi

∫
dΦO ρi = ∑

i
αi 〈O〉i (D.2)

and

C = 〈S2〉 − 〈S〉2 (D.3)

= ∑
i

αi 〈S2〉i −
(

∑
i

αi 〈S〉i
)2

(D.4)

= ∑
i

αi 〈S2〉i −∑
i

α2
i 〈S〉

2
i − 2 ∑

i<j
αiαj 〈S〉i 〈S〉j (D.5)

= ∑
i

αi(〈S2〉i − 〈S〉
2
i ) + ∑

i
αi(1− αi) 〈S〉2i − 2 ∑

i<j
αiαj 〈S〉i 〈S〉j (D.6)

= ∑
i

αiCi + ∑
i

αi(1− αi) 〈S〉2i − 2 ∑
i<j

αiαj 〈S〉i 〈S〉j (D.7)

= ∑
i

αiCi + ∑
i

αi(1− αi)E2
i − 2 ∑

i<j
αiαjEiEj. (D.8)

Assumimg

E0 < Ei>0, α0 � αi>0,
E0

Ei>0
= O(1), (D.9)

79



APPENDIX D. FALSE VACUA

we find up to O(αi)

C ≈∑
i

αiCi + α0(1− α0)E2
0 + ∑

i>0
αiE2

i − 2 ∑
i>0

α0αiE0Ei (D.10)

= ∑
i

αiCi + α0(1− α0)E2
0 + ∑

i>0
αiE2

i − 2α0E0 ∑
i>0

αiEi (D.11)

= ∑
i

αiCi + α0(1− α0)E2
0 + ∑

i>0
αiE2

i − 2α0E0(E− α0E0) (D.12)

= ∑
i

αiCi + α0(1 + α0)E2
0 − 2α0E0E + ∑

i>0
αiE2

i . (D.13)

As it can be seen in Figure D.1, our simulations satisfies

Ci

Cj
= O(1), |Ei − E| � |E|, Ei < 0, (D.14)

so Ei ≈ E and
C ≈∑

i
αiCi + (1− α0)

2E2. (D.15)

Finally, using
Ci

Cj
= O(1) (D.16)

and assuming that 1− α0 � 1, we have

C ≈ C0. (D.17)

This analysis becomes relevant near the ↑↓ → ↑↑ transition. It assures that if we are stuck
in the lowest energy local minimum of the potential and unable to probe all the minima, the
simulation will still give at least a qualitatively correct result for the peak of C and, therefore,
for the transition line position.

We can also use short simulation runs in the large c̃2 regime to assess Ei and conclude
which field configuration has the lowest energy and if the ordered phase is present at the
particular point of the phase diagram. We used this method to confirm the phase at a
few locations in the phase diagram in Figure 4.13. We aimed to explore all the different
eigenvalue-sign combinations since, due to the complicated kinetic term, it is not obvious
that eigenvalue permutations would necessarily lead to the same estimates. This approach
disproportionately favors the small trace combinations, which is a problem since the number
of combinations grows as 2N, so it quickly becomes impossible to cycle through all of them.
Luckily, Figure D.1 implies that a partial vacuum scan is sufficient. On the left-hand side
of Figure D.1, we see a system in the ↑↑-phase since the field configuration with the largest
magnetization has the lowest energy. On the right-hand side, the system is in the ↑↓-phase,
and evenwhenwe startwith the fully ordered initial state, we end upwith a partially ordered
state

|〈tr Φ〉|√
〈tr Φ2〉

≈ 0.34, (D.18)

which has an unequal number of positive and negative eigenvalues.
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Figure D.1: Thermodynamical observables for N = 24 assessed in short runs around the
different vacuum choices. The (false) vacuum iterations are ordered (# Φ) by the non-
decreasing value of tr Φ. /left/ (ck, cr, c̃2, , c̃4) = (1, 0.2, 6, 1). /right/ (ck, cr, c̃2, , c̃4) =
(1, 0.2, 6, 2.5).
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Transition line coefficients

In order to access the large N convergence of the l→↑↑ transition line and subsequently that
of a(N) and b(N), we compared the following two approaches.

Table E.1: Comparison of the estimates of ai and bi using fits for different ∆νk and fixed
c̃4 (method I, using (4.3.29)) to the estimates from νk = 0 and variable c̃4 and N (method II,
using (4.3.30)).

O ∆νk c̃4 expression method I method II

N −1.0 1 · 10−5 b0 11.4(9) 10.5(5)

√
N

−1.0 1 · 10−5 b1 −36(6) −31(4)

−0.5 5 · 10−3 b0 10.6(6) 10.5(5)

1

−1.0 1 · 10−5 b2 + a0/
√

c̃4 55(9) 46(9)

−0.5 5 · 10−3 b1 + a0/
√

c̃4 −32(3) −31(4)

0.0 1 · 10−3 b0 + a0/
√

c̃4 10.7(5) 10.8(5)

2.0 1 · 10−2 a0 −0.00(4) 0.1(2)

1√
N

−0.5 5 · 10−3 b2 + a1/
√

c̃4 50(3) 44(9)

0.0 1 · 10−3 b1 + a1/
√

c̃4 −24(4) −29(4)

0.5
1 · 10−2 b0 + a1/

√
c̃4 12(1) 11.2(9)

2.0 a1 −0.0(2) 0.07(7)

1
N

−1.0 1 · 10−5 a2 + b4
√

c̃4 1.99(7) 2.0(2)

0.0 1 · 10−3 b2 + a2/
√

c̃4 86(6) 109(9)

0.5

1 · 10−2

b1 + a2/
√

c̃4 −17(8) −11(4)

1.0 a2 + b0
√

c̃4 3.3(3) 3.1(1)

2.0 a2 2.3(3) 2.06(9)
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Method I

For fixed c̃4 and various fixed νk, we varied N and for each detected c̃2(N) at which the
transition occurs. We then fitted the 1/

√
N-expansion of (4.3.29) (Figure E.1) to get the

combinations of ai, bi and c̃4 (Table E.1).
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Figure E.1: Examples of 1/
√

N-series fits for different scalings of the kinetic term. Pale-
colored stripes represent the 68% confidence intervals of the fits. /left/ Scaling ν̃k = 1 at
c̃4 = 10−2 for N ≤ 28. /right/ Scaling ν̃k = −1 at c̃4 = 10−5 for N ≤ 20.

In Figure E.1 we see examples of undesirable scalings of the kinetic term

νk = +1 : c̃2 =
0.33(3)

N
− 0.24(10)

N3/2 +
0.16(11)

N2 , (E.1a)

νk = −1 : c̃2 = 6.3(2)N + 0.55(9)− 0.36(6)√
N

+
0.114(9)

N
. (E.1b)

For both of them there is no non-trivial large N limit of the transition line, the first one being
zero, and the second one infinite. Plots for desirable scaling are presented in Section 4.3.

Method II

For fixed N and νk = 0, we constructed the transition line for a range of c̃4 and then extracted
a(N) and b(N) using (4.3.22). We then varied N and fitted series (4.3.30) to get ai and bi
(Figure 4.5).

Applying the method II to the χ-data from Figure 4.5, we got the expansions (4.3.30)
restated here:

a(N) =
∞

∑
k=0

ai
√

N
k = 0.01(1) +

0.07(7)√
N

+
2.06(9)

N
, (E.2a)

b(N) =
∞

∑
k=0

bi
√

N
k = 10.5(5)− 31(4)√

N
+

43(9)
N
− 24(8)

N
√

N
, (E.2b)
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To obtain them, we used the lowest order polynomial in 1/
√

N that fits well with the data.
The higher terms turn out to be indiscernible from zero within their large uncertainties. The
C-data have much less predictive power since the peaks of C are wide, skewed, nearly flat
and do not scale with N, unlike the peaks in χ which are well resolved.

The comparison of these two approaches is given in Table E.1. We see that the choice of
νk = 0 scaling of the kinetic term leads to consistent values for coefficients of the transition
line. Also, with increasing matrix size, ∆νk > 0 transition points collapse to zero in the
predicted manner, which is for ∆νk ≥ 1 practically linear.
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Appendix F

Triple point extrapolations

Different extrapolations of the R-off triple point position in the infinite matrix limit are
collected in Table F.1. As it can be seen, all the intercepts are consistent with the triple point
located at the origin of the parameter space.

Table F.1: Different models of R-off triple point position fitting. A linear fit is performed for
data subsets with higher N, where nonlinearities are imperceptible.

ci data model fit

c̃4

χ

linear c̃4 = −0.014(18) + 5.9(7)/N

quadratic c̃4 = −0.003(17) + 5.0(9)/N + 19(12)/N2

power law c̃4 = +0.016(21) + 12(5)/N1.25(14)

C linear c̃4 = −0.12(10) + 16(3)/N

c̃2

χ

linear c̃2 = +0.05(8) + 38(3)/N

quadratic c̃2 = −0.02(14) + 43(7)/N − 76(81)/N2

power law c̃2 = −0.2(4) + 25(11)/N0.83(21)

C linear c̃2 = +0.9(9) + 93(21)/N

87





Appendix G

Curvature terms in the effective action

This section contains a part of our results [79] concerning the SR + PP submodel.

It can be proven that HCIZ integral (4.6.55) can be written as a power series in t

HCIZ =
cN

tN(N−1)/2

det e̊ t|a〉〈b|

∆(A)∆(B)
=

∞

∑
i=0

ti ·HCIZi (G.1)

where the first 4 terms are∗

HCIZ0 = 1, (G.2a)

HCIZ1 =
tr A tr B

N
, (G.2b)

HCIZ2 = ∑
±

(tr2 A± tr A2)(tr2 B± tr B2)

4N(N ± 1)
, (G.2c)

HCIZ3 = ∑
±

(tr3 A± 3 tr A tr A2 + 2 tr A3)(tr3 B± 3 tr B tr B2 + 2 tr B3)

36N(N ± 1)(N ± 2)

+
(tr3 A− tr A3)(tr3 B− tr B3)

9N(N − 1)(N + 1)
. (G.2d)

If we substitute† A = diag(1, . . . , N) and B = Λ2, and write

HCIZ = exp

(
−

∞

∑
i=1

tiSi

)
(G.3)

= 1− tS1 + t2

(
S2

1
2
− S2

)
− t3

(
S3

1
6
− S1S2 + S3

)
+ O(t4), (G.4)

then equating terms in (G.1) and (G.4) gives

S1 = −N + 1
2

tr Λ2, S2 = −N
24

tr Λ4 +
1

24
tr2 Λ2, S3 = 0. (G.5)

∗Summation ∑± contains only two terms corresponding to either all + or all − signs.
†The switch R→ −16A leads to a sub-leading difference in SN(Λ), which disappears in the large N limit.
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Finally, by substituting t→ −16cr, we obtain the large N effective action up to the O(c3
r )

SN(Λ) = N tr
(
− (c̃2 − 8cr)Λ2 +

(
c̃4 −

32
3

c2
r

)
Λ4
)
+

32
3

c2
r tr2 Λ2 − log ∆2(Λ). (G.6)

Let us, as an example, prove (G.2b). Each column coli of the matrix

e̊ t|a〉〈b| =



eta1b1 eta1b2 · · · eta1bN

eta2b1 eta2b2 · · · eta2bN

... ... ...

etaNb1 etaNb2 · · · etaNbN


(G.7)

can be expanded in t as

coli =



1

1

...

1


+ t



a1bi

a2bi

...

aNbi


+

t2

2!



a2
1b2

i

a2
2b2

i

...

a2
Nb2

i


+ · · ·

=



1

1

...

1


+ tbi



a1

a2

...

aN


+

t2b2
i

2!



a2
1

a2
2

...

a2
N


+ · · · . (G.8)

Having in mind that we can split determinant along a column

det
(
. . . , α col′+β col′′, . . .

)
= α det

(
. . . , col′, . . .

)
+ β det

(
. . . , col′′, . . .

)
, (G.9)

we can write det e̊ t|a〉〈b| as

det e̊ t|a〉〈b| = ∑
i≥0

tiDi = ∑
ki≥0

tk1+k2+···+kN

k1!k2! . . . kN !
bk1

1 bk2
2 . . . bkN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ak1
1 ak2

1 · · · akN
1

ak1
2 ak2

2 · · · akN
2

... ... ...

ak1
N ak2

N · · · akN
N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (G.10)

where the matrix in the sum contains different choices of columns from the expansion (G.8).
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Notice that ki 6= k j, otherwise columns coli and colj are proportional and the corresponding
determinant vanishes. Due to this, det e̊ t|a〉〈b| expansion starts with ki that are permutations
of (0, 1, . . . , N − 1)

ki = π(i)− 1, (G.11)

that is with
O
(

t0+1+...+(N−1)
)
= O

(
tN(N−1)/2

)
. (G.12)

We get the second non-zero term by increasing one of the ki by 1, but still demanding that
all ki be different. This is satisfied only by the replacement

N − 1→ N, (G.13)

meaning that ki are permutations of (0, 1, 2, . . . , N − 2, N). This choice yields

DN(N−1)/2+1 = ∑
π

N

∏
i=1

b
π(i)−1+δπ(i),N
i

0!1! . . . (N − 2)!N!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a
π(1)−1+δπ(i),N
1 · · · a

π(N)−1+δπ(i),N
1

a
π(1)−1+δπ(i),N
2 · · · a

π(N)−1+δπ(i),N
2

... ...

a
π(1)−1+δπ(i),N
N · · · a

π(N)−1+δπ(i),N
N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (G.14)

If we order the columns by ascending powers of ai, we get a factor sgn π from column
permutations

DN(N−1)/2+1 =
1

NcN
∑
π

sgn π
N

∏
i=1

b
π(i)−1+δπ(i),N
i

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a0
1 a1

1 · · · aN−2
1 aN

1

a0
2 a1

2 · · · aN−2
2 aN

2

... ... ... ...

a0
N a1

N · · · aN−2
N aN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (G.15)

Finally, by writing
Bij = b

j−1+δj,N
i , (G.16)

we recognize

∑
π

sgn π
N

∏
i=1

b
π(i)−1+δπ(i),N
i = ∑

π

sgn π
N

∏
i=1
Bi,π(i) = detB, (G.17)

that is

DN(N−1)/2+1 =
1

NcN

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a0
1 a1

1 · · · aN−2
1 aN

1

a0
2 a1

2 · · · aN−2
2 aN

2

... ... ... ...

a0
N a1

N · · · aN−2
N aN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

b0
1 b1

1 · · · bN−2
1 bN

1

b0
2 b1

2 · · · bN−2
2 bN

2

... ... ... ...

b0
N b1

N · · · bN−2
N bN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (G.18)
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Determinants in the previous formula are modified Vandermonde determinants, which we
denote

∆(AN|N − 1→ N) and ∆(BN|N − 1→ N), (G.19)

where optional subscript N indicates the size of the matrix, and conditions stated after the
vertical line represent the increased powers of matrix elements compared to (0, 1, . . . , N− 1).

Looking at the expressions for small N, and having inmind that ∆(A)|Di, we hypothesize
that

∆(AN|N − 1→ N) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 a1 a2
1 · · · aN−2

1 aN
1

1 a2 a2
2 · · · aN−2

2 aN
2

... ... ... ... ...

1 aN a2
N · · · aN−2

N aN
N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ∆(AN) tr AN, (G.20)

and then proceed to prove (G.20) by induction. It is easy to check that (G.20) holds for N = 2.
Let us further assume that it is true for N and look what happens with the (N + 1)× (N + 1)
matrix. We can first use the last row to eliminate 1s from the first column

∆(AN+1|N → N + 1) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 a1 a2
1 · · · aN−1

1 aN+1
1

1 a2 a2
2 · · · aN−1

2 aN+1
2

... ... ... ... ...

1 aN a2
N · · · aN−1

N aN+1
N

1 aN+1 a2
N+1 · · · aN−1

N+1 aN+1
N+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
←−

· (−1)

+

←−−−−−

· (−1)

+

←−−−−−−−−−−

· (−1)

+

(G.21)

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 a1 − aN+1 a2
1 − a2

N+1 · · · aN−1
1 − aN−1

N+1 aN+1
1 − aN+1

N+1

0 a2 − aN+1 a2
2 − a2

N+1 · · · aN−1
2 − aN−1

N+1 aN+1
2 − aN+1

N+1

... ... ... ... ...

0 aN − aN+1 a2
N − a2

N+1 · · · aN−1
N − aN−1

N+1 aN+1
N − aN+1

N+1

1 aN+1 a2
N+1 · · · aN−1

N+1 aN+1
N+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

The next step is to use Laplace expansion along the first column, followed by the subtraction
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of aN+1 coli from coli+1, except for the last column colN+1 fromwhich we subtract a2
N+1 colN:

∆(AN+1|N → N + 1) = (−1)N+2×

×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

y· (−aN+1) + y· (−aN+1) +

y
· (−a2

N+1) +

a1 − aN+1 a2
1 − a2

N+1 · · · aN−2
1 − aN−2

N+1 aN−1
1 − aN−1

N+1 aN+1
1 − aN+1

N+1

a2 − aN+1 a2
2 − a2

N+1 · · · aN−2
2 − aN−2

N+1 aN−1
2 − aN−1

N+1 aN+1
2 − aN+1

N+1

... ... ... ... ...

aN − aN+1 a2
N − a2

N+1 · · · aN−2
N − aN−2

N+1 aN−1
N − aN−1

N+1 aN+1
N − aN+1

N+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (G.22)

We can simplify the (i, j + 1) element of the determinant into(
aj+1

i − aj+1
N+1

)
− aN+1

(
aj

i − aj
N+1

)
= aj

i

(
ai − aN+1

)
, (G.23)

and (i, N + 1) element into(
aN+1

i − aN+1
N+1

)
− a2

N+1

(
aN−1

i − aN−1
N+1

)
= aN−1

i

(
a2

i − a2
N+1

)
, (G.24)

which gives

∆(AN+1|N → N + 1) = (−1)N+2×

×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a1 − aN+1 a1

(
a1 − aN+1

)
· · · aN−2

1

(
a1 − aN+1

)
aN−1

1

(
a2

1 − a2
N+1

)
a2 − aN+1 a2

(
a2 − aN+1

)
· · · aN−2

2

(
a2 − aN+1

)
aN−1

2

(
a2

2 − a2
N+1

)
... ... ... ...

aN − aN+1 aN

(
aN − aN+1

)
· · · aN−2

N

(
aN − aN+1

)
aN−1

N

(
a2

N − a2
N+1

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (G.25)

The each element in the ith row has a common multiplier ai − aN+1, which we can extract
from the determinant to get
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∆(AN+1|N → N + 1) = (−1)N+2
N

∏
j=1

(
ai − aN+1

)
×

×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 a1 · · · aN−2
1 aN−1

1

(
a1 + aN+1

)
1 a2 · · · aN−2

2 aN−1
2

(
a2 + aN+1

)
... ... ... ...

1 aN · · · aN−2
N aN−1

N

(
aN + aN+1

)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (G.26)

We can now split the determinant along the last column∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 a1 · · · aN−2
1 aN

1

1 a2 · · · aN−2
2 aN

2

... ... ... ...

1 aN · · · aN−2
N aN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ aN+1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 a1 · · · aN−2
1 aN−1

1

1 a2 · · · aN−2
2 aN−1

2

... ... ... ...

1 aN · · · aN−2
N aN−1

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (G.27)

and end the proof by writing

∆(AN+1|N → N + 1) =
N

∏
j=1

(aN+1 − ai) (∆(AN|N − 1→ N) + aN+1∆(AN)) (G.28)

=
N

∏
j=1

(aN+1 − ai) (∆(AN) tr AN + aN+1∆(AN)) (G.29)

=
N

∏
j=1

(aN+1 − ai)∆(AN) (tr AN + aN+1) (G.30)

= ∆(AN+1) tr AN+1, (G.31)

where in the second line we used our induction hypothesis (G.20).

This proof can be straightforwardly modified for other terms in the expansion of HCIZ.
The key step is to identify the non-vanishing combinations of ki in (G.10) once we increase
the power of t by ∆p. For the first few terms, it is easy to identify a small number of the
possible partitions of ∆p into a sum of positive numbers pi, and then try to increase the
highest values in (0, 1, . . . , N − 1) by pi in such a way to keep all ki different. For S2 we need
permutations of

(0, 1, . . . , N − 2, N + 1) (G.32a)

and

(0, 1, . . . , N − 3, N − 1, N), (G.32b)
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and for S3 the permutations of

(0, 1, . . . , N − 2, N + 2), (G.33a)

(0, 1, . . . , N − 3, N − 1, N + 1), (G.33b)

and

(0, 1, . . . , N − 4, N − 2, N − 1, N). (G.33c)

The application of the HCIZ formula andMathematica expansions was proposed by Juraj
Tekel. The HCIZ exponential series expansion was proposed by Dragan Prekrat, who also
hypothesized and partially proved the form of the expansion terms. Finally, the proof by
induction was derived by Dragana Ranković.
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List of Symbols and Abbreviations

NC noncommutative, noncommutativity

GW the Grosse-Wulkenhaar model

ACF autocorrelation function

PP pure potential term: combined mass and quartic terms

EOM equation of motion

SDI Schwinger-Dyson Identity

HCIZ Harish-Chandra-Itzykson-Zuber integral

h Heisenberg algebra

htr truncated Heisenberg algebra

htrε modified truncated Heisenberg algebra

R2
θ Moyal plane

S2
N Fuzzy sphere

ck kinetic term normalization parameter

cr curvature coupling

c2 mass parameter

c4 quartic coupling

c̃i rescaled parameter i ∈ {k, r, 2, 4}

νi scaling of the parameter ci, i ∈ {k, r, 2, 4}

l disordered phase

↑↓ striped phase

↑↑ ordered phase

ρ, ρΦ eigenvalue distribution

ρtr trace distribution
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